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Source memory recall involves remembering the cdrite which an event took place.
Studies have shown that a decline in source memayident in older adults who have
not shown deficits in other areas of memory or a¢@m Using the interfering effect of
intervening stimuli it is possible to create a tals&t tests source memory ability in a
laboratory setting using sounds, pictures, words combination of these stimuli. Studies
have shown that healthy young adults can be affdayesuch designs, exhibiting deficits
in source memory when asked to recall whetherrauliis was previously studied as a
targetor is a novel stimulus; distractor, orfoil. By repeating novel stimuli throughout a
test phase, participants may respond to the repetiis targets, despite them not being
present in the study phase. Since source memomsseeaffect older adults before any
other obvious signs of cognitive decline, any tslt can measure the presence of these
deficits could be useful in determining if a pagent might suffer from future, more
general, memory impairments. The current thesis seh a task to measure source
memory deficits, both behaviourally and electropbipgically, in groups of young,
middle-aged and old participants. The behaviouesiults show a similar pattern of
decline in recall among healthy young and middleeagarticipants for repeated words
compared to their immediate presentation, whileepfghrticipants show a lower level of
recall, especially for repeated stimuli, comparedbbth the other age-groups. This
suggests that the onset of decline in source meimegynning after the age of 60 in a
sudden manner, rather than as a gradual decredsadtion through the lifespan. The
electrophysiological results show a pattern of gmefiontal area activations for repeated
stimuli over first-presentation, as well as latariptal scalp area differences between

these stimuli in young patrticipants. These diffeesnwere correlated with the prefrontal

vii



cortex and the medial temporal lobe, both of wrashbw more activation for repetitions.
Older participants do not show these activationghe same extent, with little early
frontal positivity, and instead exhibit a greatesgree of later parietal activity and a
pattern of temporal and parietal area activatisnggesting that their decrease in source
memory recall ability may be linked to inefficiem$e of prefrontal and medial-temporal
resources. Finally, an examination on the effect afeeper level of encoding during
processes, with participants asked to concentmat¢he semantic features of stimuli,
showed that this ameliorates source memory defo@tssed by the task in both young
and old groups, with recognition for repeated wanmdseasing to a level equal to that of
immediate presentations. This is in line with exaations of other memory types, but
had not been found to occur during such a repeth@sed procedure previously in the
literature. The complete results suggest a netwbnedial temporal and frontal areas
combine to retrieve the source of a memory in yeurparticipants, compensated for in
part by older adults through the use of areasartémporal and parietal areas, such as the

precuneus.
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Chapter 1

General Introduction



1.1 Memory

Memory is an intrinsic part of human existence &ag been extensively studied by
psychologists and neuroscientists. A myriad of tlesoas to how memories are encoded,
stored and retrieved have been created, rebuffddregreated. A table of the primary
memory theories and their hypotheses on memorngvatris included below (See Table
1.1). Squire and colleagues (e.g. 1989, 1993, 1@93)cated the hippocampus and other
medial temporal lobe (MTL) structures in the creatior encoding, of memories and
believed that these structures were also used Hort germ storing of memory and
consolidation of these memories into permanentg®iin the neocortical areas of the
brain. Retrieval of memories was also linked to Hpocampal regions and to the
prefrontal cortex (PFC) by Squire’s Classical Cadidsdion theory (Squire & Alvarez,
1995). The other major proponent in the field oédhes of memory creation and
retrieval is Multiple Trace theory, put forward Wyadel and Moscovitch and their
colleagues (1992, 1997). They postulated that witiée hippocampus and MTL were
used to encode and retrieve memories, these méinacgs” were encoded directly into
a distributed network throughout the cortex withany short term storage in the MTL. A
number of variations on these two contrasting tlesohave also been suggested,
including Auto-Association theory (e.g. Rolls & Ves, 1998), which sees no part for the
PFC in retrieving stored memories from the corteargd Representational Flexibility
theory (Eichenbaum & Cohen, 2001), which attemptsxplain the organization of
memory traces within the cortex and how the MTL &EC interact to form this
organisation, a facet not examined by the work qgui® (1995) or Nadel and

Moscovitch (1997).



While these theories differ widely in their apprbas to memory, in both
cognitive and neurological terms, there is a certanount of agreement between them.
The major theories divide memory inémcoding storageand retrieval processes, and
attempt to link these processes with certain apédise brain. The hippocampus and the
frontal lobe receive the most attention, with therfer linked strongly to initial encoding
and storage, be it as a temporary store or asibtdtmr to storage elsewhere in the
cortex, and the recall process (Nadel et al., 200B8¢ latter is implicated in the recall
process (Maguire, Burgess, Donnett et al., 1998)cglwith some areas of the parietal
and limbic lobes, such as the posterior cingulstaddock, Garrett & Buonocore, 2001)
and the retrosplenial cortex (Valenstein et al§7)9Although most of the major theories
have examined episodic, semantic and spatial memayesses, there has been little
work attempting to link the normal ageing processtitese major models of human
memory, as the use of animals, Traumatic BrainrynfTBl) sufferers or medically
lesioned patients are used to formulate and to mthe efficacy of these theories.

It is hypothesised, however, that deterioration tbé hippocampal system
underlies short-term memory impairment and the chaation of this information to
long-term memory. Studies on the famous case of (dd. Scoville & Milner, 1957,
Corkin, 1984; Schmolck, Kensinger, Corkin & Squig§02), a patient with bilateral
lesions to his MTL consisting of up to 70% of thhea found that he was unable to create
new memories following the surgemnterogradeamnesia, despite his short term, or
working, memory (e.g. Baddeley, 2003) remainingant His procedural memory, for
learned motor skills, remained intact. Deterianmatiof regions of the neocortex,

including the frontal lobe, is thought to be resgibfe for declining ability to voluntarily



retrieve information from long term memory. An ende&ve study by Shimamura,
Janowsky and Squire (1990) linked PFC damage tayddlrecall and to the ability to
sort memories by their temporal aspects (i.e. wimelmory was encoded first) which the
experimenters linked to Source memory. More regeffiihctional Magnetic Resonance
Imaging (fMRI) studies (e.gMarklund, Fransson, Cabeza, Petersson, Ingvar &hyb

2007) strongly implicate the PFC in long-term meynasks of recall and recognition.

Table 1.1: Brief summary of major theories of memory, in ®whsome important brain areas implicated

in the processes of encoding, storage and retrieval

Theory Authors Encoding Storage Retrieval
Classical Squire & Hippocampal | Short-term HF ang HF,
Consolidation | Alvarez (1995)| Formation (HF)| medial temporal | prefrontal
Theory lobe (MTL), cortex
neocortex (PFC)
Multiple Trace Nadel & HF Neocortex HF and PFC
Theory Moscovitch
(1997)
Auto- Rolls & Treves HF HF and Neocorte HF
Association (1998)
Theory
Configural Sutherland & HF HF and Neocortex HF and PRC
Association Rudy (1989)
Theory
Representational | Eichenbaum & HF Short-term HF and HF and PFC
Flexibility Cohen (2001) Neocortex
Theory

1.1 Ageing and memory

1.2.1 The Effect of Ageing on Memory

Ageing in humans refers to a multidimensional psscef physical, psychological and
social changes accumulated over time (Stuart-Hamile006). Some dimensions of

ageing grow and expand over time, while othersidecAgeing is an important part of



all human societies reflecting the biological chesghat occur, but also reflecting
cultural and societal conventions. Stuart-Hamilt®006) describes a number of
distinctions in the study of ageing. A distinctioan be made betweemiversal ageing
(age changes that all people share) ammbabilistic ageing(age changes that may
happen to some, but not all people as they growrpklich as the onset of Alzheimer’s
Disease).Chronological ageingreferring to how old a person is, is arguably thest
straightforward definition of ageing and may betidguished fromsocial ageing
(society's expectations of how people should acthay grow older) andiological
ageing (a person’s physical state as they age). Theralsis a distinction between
proximal ageinganddistal ageing(age-based differences because of factors inettent
past compared to those that can be traced baclcémuse early in a person's life). The
current thesis is primarily interested in the phmeaon of biological ageing, as well as
that of universal ageing, with respect to the agated changes in memory that are found
to occur in terms of behaviour and biology.

Although cognitive theories of ageing and memorffjediin their descriptions of
memory systems and stores, some consensus is presgaeneral, older adults seem to
be more impaired at tasks involving free recalkiia Stern and Malapani (2005) found
that older participants (aged ~70 years) could rapticate time intervals to the same
level as young participants following a 24-hour ayelHowever, memories of word
meaning or ability in word-primed tasks seem tddss impaired, or in some cases equal
to that of younger groups. For example, Taconn#&ryS, Vanneste, Bouazzaoui and

Isingrini (2007) found that if words to be recalledere not cued or primed with



reminders from a study task, performance was poargroup of older adults, whereas by
priming the words, this gap in performance closgdiScantly.

Early models of cognitive ageing (e.g. Atkinson Bifin, 1968) used a tripartite
division of sensory, short-term and long-term memadn old populations, long-term
memory seems impaired, while short-term and senstongs seem unaffected. Schacter
and Tulving (1994) elaborated on this theory, engafive memory stores; procedural
memory, the perceptual representational systemmgoyi memory, episodic memory and
semantic memory. This representation of memoryestdias been used retroactively to
account for deficits in patients such as HM (Sde\8l Milner, 1957) (impaired episodic
memory, intact procedural and primary memory) and @Rosenbaum et al., 2004)
(impaired episodic memory, intact semantic and g@dacal memory). Schacter and
Tulving (1994) extended the framework to normalratige ageing, postulating that the
procedural and perceptual stores are left largehct throughout the process of normal
ageing, while episodic memory is worst affectede Bemantic memory was seen to be
affected in some aspects.

Evidence for this theory in respect to cognitiveiag can be found in a number
of studies. Laver and Burke (1993) carried out garamalysis on simple word-priming
tasks, often used as an analogue for proceduralonyeability, and found no effect for
age. Studies of primary, or working memory, havenfb increases in reaction time (i.e.
slower responses) for older adults in such taskdigisspans, but no general trend for
lower ability for recall (e.g. Zanto, Toy & GazzgJe2009). Studies of semantic memory
take a number of guises, and age-related chanffesaticording to the form of the task.

Vocabulary tests show little difference betweenngand old groups, although differing



methods of examination rendered different strengthshe groups (e.g. Somberg &
Salthouse, 1982; Bowles & Salthouse, 2008). Howewerd-finding decreases and tip-
of-the-tongue problems increase with age (e.g. 8ukkcKay, Worthley & Wade, 1991)
as does name retrieval (Maylor, 1990; James, 2@@kodic memory problems have
been studied using free recall of words and pistuas well as sentences, stories etc. A
pattern of age-related decline in free recall hasnbheavily linked to problems with
episodic memory.

A number of possible reasons for this age-relattline have been postulated.
Park and Schwarz (2000) state that the brain isladical organ, much like the liver and
kidneys, and it would be strange if it did not shewmilar decreases in efficacy over the
course of a lifetime to these other organs. Ch&f@md Johnson (1996) found that the
ability of participants to bind associative conm@té among mental events was reduced
in older participants, thereby making it more @it to recall related words or phrases in
relation to younger participants. However, it iffidult to determine the causes for these
memory declines using behavioural data and cognitiieory alone. As such,

neuropsychological evidence in the realm of agaimg) memory must be examined.

1.2.2. Neuropsychology of Ageing and Memory

Examinations of changes in memory ability in oldearticipants using imaging
techniques have pointed to two major areas in tanpthe Medial Temporal Lobes
(MTL) and the Frontal Lobe (FL), especially in preftal areas. The MTL consists of a
number of anatomically-related structures bilatgral the sub-cortical portion of the

temporal cortices of the brain. The system consétthe hippocampal region (CA1,



CA2, CA3 dentate gyrus, and subiculum) as wellhes adjacent perirhinal, entorhinal
and parahippocampal cortices. The FL takes uprthredl part of the human brain, and is
divided from the parietal lobe by the central salemd from the temporal lobes by the
lateral sulcus. The anatomy of the FL includesrtiwgor cortex and the premotor cortex
to the posterior of the lobe, the prefrontal cortexthe anterior of the lobe, and the
anterior cingulate cortex in the interior of thetea, as well as a number of smaller areas

(see Figure 1.1).

primary maotor

cortex
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Figure 1.1: The Anatomy of the Frontal Lobe, showing the ocietical areas (Anterior Cingulate not
shown). From stahlonline.cambridge.org

Evidence for the deficits in, or changes in, thie af the MTL in memory during
ageing comes from imaging, electrophysiological patient studies. Grady et al. (1995)

used PET to examine older participants, findingigmi8cant decrease in right MTL



activation during encoding of a face recognitissktevhich was followed by significantly
poorer task accuracy for the older group. Lye, igGrayson, Creasey, Ridley, Bennett
and Broe (2004) examined normally ageing patiemsnf80-95 years old, finding
decreased size of MTL and decreases in memory rpeafice across a wide variety of
scales. Daselaar, Fleck, Dobbins, Madden and CgR686) also used fMRI, and found
strong links between MTL activity in older adultedaaccuracy results in a test for
recollection and familiarity.

An electroencephalographical study by Chao, NieBehlman and Knight
(1995) linked an N4 component to MTL structuresimigiran item recognition task
featuring a long delay, and found that the loweorss achieved by older adults
correlated with a change in the N4 waveform. Imtepf patient studies, individuals with
greater hippocampal atrophy (identified post-mojteave scored lower in tests of recall
than those with less atrophy in this MTL struct(eey. Raz et al., 2004). Mori, Yoneda,
Yamashita, Hirono, lkeda and Yamadori (1997) udd®Iif with Alzheimer’s patients,
finding significant atrophy in MTL structures as livas the expected deficits in recall.
Machulda et al. (2003) also reported less actinaitiothe MTL and poorer performance
among Alzheimer’s patients than other participamts recall task.

A number of studies have implicated frontal lob@dtioning/deficits with age-
related memory changes. Tulving, Kapur, Craik, Mosich and Houle (1994), using
PET, found that in young adults, large portionshef left frontal lobe showed activation
during encoding of a word list, while similar sttues on the right side of the cortex
showed greater activations during retrieval, aeaffvhich they dubbed Hemispheric

Encoding-Retrieval Asymmetry (HERA). This findingd to a number of studies



examining older adults to determine if a similatt@an was present. Grady et al. (1995)
found similar patterns for the retrieval phase,dstgnificantly lower level of left frontal
lobe activation in older adults during the encodiigse, which was linked to the lower
scores achieved. Cabeza et al. (1997) elaboratetthese findings, with evidence for
bilateral activation at retrieval among an oldeoug, although at a lesser magnitude to
that of the younger control group. Again, the ottlilss scored more poorly. Park and
Schwarz (2000) put forward three possible reasonthese changes: firstly, that the left
hemisphere activation is a compensatory mecharosmake up for an inability of the
right frontal area alone to perform the recall,selly, that the retrieval processes in
older adults is functionally different to that obwnger groups, and the differing
activations reflect this, and finally, that thetl&bntal activation may be due to impaired
interaction between the hemispheres and acts asr@ptbr on recall performance. An
fMRI study by Duarte, Henson and Graham (2008) €tbl@wer frontal activations in
old groups compared to young controls, even thaiwghold group was designated as
“High Functioning”.

Electrophysiological studies have also pointed tanges in frontal activations
being partly responsible for memory change with. dgavson, Guo and Jiang (2007)
used a repeated priming experiment for recollectioling that older adults had poorer
working memory performance as well as a lower legélfrontal scalp electrical
activation in comparison to younger adults. Gutshdsuji and Federmeier (2007)
compared young and old participants’ abilities @gall a scene from memory, finding
that recognition levels were unaffected by age,that the older groups showed lower

activations in frontal and parietal areas. Wolkakt(2008) used EEG to examine age-
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related changes in item recognition memory, findimat early frontal area activity was
markedly lower for the poorer-performing older goodPatients have also been used to
examine frontal area deficits in aged populatioparticularly those with Specific
Memory Impairments (SMI) and Alzheimer's DiseasdjAFor example, Duarte et al.
(2006) found severe atrophy in frontal areas for pddients, accompanied by memory
deficits in recall tasks.

These studies point towards a number of importéwainges in the brain from
young to old age, a combination of which seem tuce the memory ability of
participants over a wide variety of tasks relatedat number of different forms of
memory. While a more comprehensive study of memaryld be ideal, it is not possible
to cover all aspects. As such, the current thegldaeus on age-related change in one
form of memory, in an attempt to understand moié ftne effects of ageing on the
brain; Source Memory. Source memory has been chasénhas been identified as one
of the earlier forms of memory problem to be assied with cognitive ageing (Jennings

& Jacoby, 1997).

1.2 Source Memory

1.3.1 Source Memory and Ageing

Source memory can be defined as the ability tollréoa specific context in which an
event took place (Glisky, Rubin & Davidson, 200Ihis can involve where the event
occurred, who was present at the time of the merneityg encoded and when the actual
encoding happened. As source memory capacity dgtdite successful recall of the
context in which a piece of information was learnied particularly important for day to

day recollection of occurrences. Siedlecki, Salg@and Berish (2005) stated “it may not
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be meaningful to refer to source memory as a cocistlistinct from episodic memory”.
However, the difference between the two is thasegic memory is a memory for a
specific event, whereas source memory is a memarythie processes involved with
making a memory, be it episodic or semantic.

Jennings and Jacoby (1997) state that source metefigjts appear to be a better
indicator of age-related memory impairment in congum to failures of other types of
memory, such as item memory, as it can be testdobutithe possible masking effect of
familiarity. Older adults appear to have more difficulty tlyanng adults when it comes
to placing remembered events into the appropriatgext with respect to time and place
(Jennings & Jacoby, 1997). Since knowledge of soaan be critical in the evaluation of
ideas, in determining the appropriateness of thle pae’s conversation is taking, and in
making decisions regarding the quality of produatsservices being considered for
purchase, this can cause problems for older adddtstated by Dywan, Segalowitz and
Webster (1998), source monitoring is generally-selfated, and must proceed during
active discussion or while making decisions. A kdsavn in this online monitoring
could lead to the kind of errors that may be atiteld to either growing egocentrism or
declining judgment.

To study source memory and its possible declink adtvancing age, a number of
behavioral paradigms have been created. These igarsdgenerally adhere to an
Old/New format, where participants are presentad wistudy list of stimuli followed by
a test list composed of studied and new stimulihyparticipants then asked whether the
test stimuli were presented in the original studi In the majority of cases, older adults

have shown significantly greater numbers of eriarshese Old/New tests, a pattern
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which has been attributed to source capacity def@iaik, Morris, Morris & Loewen,
1990; Dywan & Jacoby, 1990; Peters & Daum, 200%e Famous Names paradigm
(e.g. Dywan & Jacoby, 1990) comprises a list of faonous names in a study phase
followed by a test list consisting of famous nameanes from the study list and new
non-famous names. Participants with low source nmgroapacity have more difficulty
discriminating between the famous names and theiquely seen non-famous names.
Older adults were less likely than young adultsgontaneously recollect the source of
familiarity for previously read non-famous namesl avere more likely to call old non-
famous names famous when subsequently encountertied itest phase. According to
Dywan and Jacoby (1990), poor source monitoringhieyelderly could not be accounted
for by the inability to recognize earlier read nfamous names when specifically asked
to do so as they scored similarly to the young gretien tested, and concluded that both
source-monitoring errors and recognition memory fggarance were based on
attributions made about the experience of famtifaBartlett, Strater and Fulton (1991)
demonstrated the same effect using famous and amootfs faces in place of names.
They concluded that older individuals rely relaljvenore on perceived familiarity, and
relatively less on recollection of context, in ma&iirecognition decisions. Howard,
Bessette-Symons, Zhang and Hoyer (2006) used pgtar a similar task. The Old/New
procedure is therefore acknowledged as a robudtadetf testing capacity for source
memory, having been demonstrated with words, namdictures.

There is also evidence indicating that older adaits less likely than younger
adults to recollect the modality in which succebgfuecalled words were originally

presented. This is generally examined through #eeaf two study lists, one of written
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words and one of spoken. Words will then be pravighea test list and participants are
asked to decide if they were originally heard cadrePeters and Daum (2009) paired
words with a sound, a picture of a face or a petof a scene and requested old/new
decisions from participants, finding that oldertm@pants scored lower at the test phase.
A number of earlier studies (Lehman & Mellinger8#9Light, La Voie, Valencia-Laver,
Albertson-Owens & Mead, 1992) have also found thldér adults score significantly
lower than younger adults. Older groups have alsenbfound to be less likely to
remember the order of recalled events using a sirfipting test (Kausler & Wiley,
1990). Fabiani and Friedman (1995) studied botmgaand older participants with trials
testing memory for recognition memory and temporder (Recency Memory) that were
presented randomly with study trials. They foundsdciations between recency and
recognition memory performance for pictorial stimualolder participants. Older adults
performed at chance on recency memory trials wisethay were not impaired on
recognition memory relative to younger adults.

Spatial source memory has also been examined, oldéétr adults less likely to
recall the original position of otherwise succebgfrecalled pictures (Zelinski & Light,
1988) or the current spatial location of objects thad been recalled from a list of items
(Puglisi, Park, Smith & Hill, 1985). Henkel et £1998) found that relative to younger
adults, older adults are more adversely influensgdsimilar items when judging the
source of a memory, and the phenomenal featurethenf correctly and incorrectly
attributed memories have a greater overlap thasuager sample group. Even when the

recognition of specific information is reasonablgod in older adults, they are more
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likely than younger adults to make errors whennagténg to identify which of two
speakers initially presented the to-be rememberiedmation (Bayen & Murnane, 1996).
These tests reveal a general pattern of age-retat@ate memory decline, when
seen as a body of evidence. Jennings and JacoBy)(&aggest that the finding of older
adults scoring significantly lower than younger iglin memory tasks is not attributable
to a failure to understand the task. Thereforeoitld be concluded that lower source
memory recall accuracy, or a deficit in source mgmecollection, could be the reason

for these lower scores.

1.3.2 The Opposition Task and Ageing

One specific task used to tax source memory iOmgosition Task (Jennings & Jacoby,
1997), so called as it places two memory proceissegposition with each other in order
to examine the effects of their interference, miikd Old/New paradigms. Familiarity
and recollection are put into opposition througkimple process. However, it differs
from the well-documented Old/New paradigm in anamt@gnt way. A study phase occurs
first, where a number of words are presented t@é#rgcipant. Following this study list,
a test phase takes place where words from the gthdge and new foil words are
presented, and participants must determine whétieeword is from the study list or is a
new word. Where this test differs from the stand@tdli/New paradigm is in the
presentations of words during the test phase. Woods test list, known as distractors or
foils, are repeated during the test phase at diffeintervals, known as lags. Lags vary
between studies, from a lag of 0, meaning thatwied is presented a second time

directly following the first presentation, up tgap of 48 words between presentations of
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the target, with different lag layouts having bstudied. Source memory capacity can be
measured by the participants’ ability to discrilb@between re-presented foil words and
target (studied) words. The assumption involvedsich a design is that the first
presentation of these new items should increaseftmiliarity (Fischler & Juola, 1971;
Underwood & Freund, 1970), and participants mayattribute this familiarity to having
seen the word in the study phase, confuse repesitwith old words, and mistakenly
respond that the second presentation of a new sardfact a word from the study list.
However, if participants can recollect the sourta word's initial presentation (study vs.
test) or recollect that they have already responided word, then any influence of
familiarity is opposed, and participants will cartly respond that the word was not on
the study list.

Since the original design of the paradigm, a numtbike studies have been
completed to examine source memory using the Opposiask or similar procedures.
The original Jennings and Jacoby (1997) study viiadetl into 2 separate examinations.
The first experiment involved lags of 4, 12, 24 @&words, while the second involved
lags of 0, 1, 3 and 7 words. In both cases, yousmgjgipants were compared to older
participants. The older group scored lower in aacyrto the younger group in the two
experiments, even at the short lag conditions. Dyv&egalowitz and Webster (1998)
and Dywan, Segalowitz and Arsenault (2002) usea@gmdd task to examine source
deficits in repeated words, with participants beasged to read study words aloud and to
attend to them for recognition later in the expemtn Mathewson, Dywan and
Segalowitz (2005) used an opposition procedureasisgd a battery of tests to examine

source memory-related differences in the ERP rexfltyoung and old adults. Again,
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lagged words showed lower accuracy scores in bathpg, and the older group showed
less accuracy and longer RTs than the young gidugison, Fraser, Herron and Wilding
(2006) examined recognition for studied words usingopposition procedure with a lag
of 7-9 words versus original presentations. Theeérpent achieved similar results to
others, with less accuracy being shown for theddggords.

While a number of Opposition Task based studie® leen conducted, there is
by no means a large body of literature on the smbjéhe effect of different lag lengths
on performance has not been examined in detail, hasr the effect of any possible
interval between the study and test lists beerdesinlike the Old/New paradigms. The
use of the first presentation of words prior to thg presentation is to familiarize the
participant with the word to place it in opposititm test list words. Since the original
design it has not been determined if increasinghgllags continue to show decreases in
performance or if a plateau or floor is reachedh atertain lag length. The effect on
increased inter-phase intervals, meaning the gapele® the original study phase and
subsequent test phase, has not been examinedtedéispipossibility that this could
detrimentally affect recall of original target wardAlso, the use of specific learning
strategies has been examined in Old/New tasksudimg Wegesin, Jacobs, Zubin,
Ventura & Stern (2000), finding some increaseshia performance of older adults. A
similar study using the lag-based opposition pracedas not been carried out. Results
from these forms of examinations could increaseetfieacy of the task in future studies,

and such variations constitute an aim of the cuttersis.
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1.4 Neural Correlates of Source Memory

1.4.1 ERPs and Old/New tasks

Any study on the neural correlates of source memetryeval should consider the ERPs
associated with simple Old/New studies, due to dineilarities that exist between the
methods. Thi©ld/New effechas been linked to recognition studies, and isattarised
by greater frontal positivity when items are cotlyececalled in comparison to incorrect
recollection (Wilding, Doyle & Rugg, 1995). Thisofital positivity is a key part of
source memory recollection according to a numb&R® studies in the area. Wilding &
Rugg (1996) found greater positivity for correcttgcognized words in a word
recognition source task at both frontal and pdrtaes. The effect began between 400ms
and 500ms post-stimulus. In the frontal areas,gbsstivity continued for the duration of
the epoch, while the parietal sites showed pogitivom 500ms to 800ms. Interestingly,
the parietal site showed this pattern for correatlyognized target and non-target words,
particularly in left parietal areas, while only oeatly identified target words elicited the
reaction in frontal areas, with a noticeable rifybntal bias. In a later study by the same
authors (Wilding & Rugg, 1997), this effect was iagdemonstrated using words that
were spoken aloud by participants or heard by @pents during the study phase.
Despite the difference in the presentation modahtysimilar waveform was elicited,
although the frontal component was further divid®d an early and late positivity. The
authors linked the parietal positivity to long-tenmnemory retrieval, while concluding that
the frontal positivity is linked to task-dependeptocessing specific to retrieved

information, as only correct targets showed pasyjtin the region.
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More recently, Hayama, Johnson and Rugg (2008)ddhat the frontal Old/New
effect is present regardless of the semantic ate# of a test, or of the depth of
processing needed to correctly respond. Osoriole&alos, Fay and Pouthas (2009)
found a decrease in amplitude and length in froftal/New activation among older
adults as well as a later onset of parietal agtiditring an explicit memory task, in both
shallow and deep semantic groups. These resulthmath the theories put forward by
both Squire, Knowlton & Musen (1993) and Moscovi{d®94), who label long-term
memory retrieval as one of two distinct processadedying memory for source.
Wilding & Rugg (1998) concluded from their collatedidence that the recollective
processes used to make inclusion or exclusion jeddgsn(target vs. non-target words)
may be two dissociable processes, as the rightarquositivity was only found in
inclusion judgments, and also that the parietal &odtal positivities may be neural

correlates of a further two dissociable memory psses.

1.4.2 ERPs and the Opposition Task

This Opposition Task format has been used by a ruwlresearchers to examine source
memory capacity, especially among older participaitywan, Segalowitz & Webster
(1998) used the task in conjunction with a dividetkntion task to collect ERP data for
younger and older adults. They found that youngkrita were less likely than older
adults to make source monitoring errors and thatytbunger adult ERPs showed more
discrimination between target stimuli and non-tésgélong with making more source
error judgments, ERP results showed that oldertaigubduced late positivities to the

non-targets even when they were rejected correttlya follow-up study, Dywan,
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Segalowitz, Webster, Hendry and Harding (2001) usesimilar design (this time to
examine new word repetitions) and found that thenger population was less likely to
make source errors, as was found in the previaudys€Electrophysiologically, correct
trial ERPs indicated that the younger group produtse positivities of greatest
amplitude in response to whichever word type wasgiated as a target, whether it was
familiar or not. Older adults had generally morenifar ERPs across conditions and
showed higher late positive deflections for regendipeated words irrespective of their
designation; either target or foil. Dywan, Segalawand Arsenault (2002) showed
changes in electrophysiology between a young amd gsbup using a single lag
procedure, showing significantly more late positigetivity in frontal and parietal
electrodes for the younger group. Mathewson, Dywad Segalowitz (2005) found
response conflict error-related negativity (ERN)swagher among older groups than
younger groups during source memory retrieval. &nd Fraser, Herron & Wilding
(2006) studied a homogenous group of participarsiagua single lag randomized
between 7 and 9 words through the trials. The tesHowed thaERPs elicited by
misses were reliably more positive-going than thelgsted by correct rejections.
Functional MRI studies have also shown that thdrgnéal area is less active
during source memory procedures in older adultsn(idx Hayes, Prince, Madden,
Huettel & Cabeza, 2008). Also, Czernochowski, Faibéand Friedman (2007) reported
that older adults with higher socio-economic sta(®ES) can use strategies to
compensate for the adverse effects of aging in ¢emgource memory tasks by

recruiting additional neural resources apparenttyraquired by the young. These results
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seem to show changes in source retrieval-relatacahactivity attributable to aging and
also to the accuracy of the response.

The overall findings with respect to source menaryg Opposition-based tasks in
terms of ERPs implicate the frontal and parietélel® in the majority of cases, with
increased frontal P600 amplitudes being found spoase to any correctly recalled
information in comparison to incorrectly recalledarmation. Positive parietal activity
seems to be earlier, with latencies from 400-500beisg reported. Studies have also
reported earlier frontal positive deflections. Wheemparing younger and older groups,
it seems that the older group has less frontaviac@luring source retrieval, but similar
levels of parietal activity. This may be indicativéthe use of different mechanisms by
older adults to process source information, as imeed by Swick et al. (2006), although

this has not been pursued in the literature.

1.4.3 Brain areas associated with source memory retrieval

While the previous sections have suggested thatsonemory is associated with frontal
and parietal areas, as well as the MTL, Wilding &g8 (1998) examined where the
neural generators of the scalp components mighirote terms of the frontal activity,
they cited Stuss, Eskes and Foster (1994), whaideschow prefrontal damage greatly
impaired source memory capacity, and also PET esudhncluding Fletcher et al. (1996)
and Fletcher, Frith & Rugg (1997), who found rigimterior and dorsolateral prefrontal
cortex activity for episodic memory, using sourcemory like Old/New recognition
tasks. The activity located at parietal scalp ebelds was proposed to be linked to

activation of the medial temporal lobe, especitily left hippocampal area. Gold, Smith,
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Bayley, Shrager, Brewer, Stark, Hopkins and Sq(@@06) have also implicated the
hippocampal region, along with the perirhinal ceréend parahippocampal cortex in the
prediction of source memory success using a soasle and fMRI with brain injured
patients, indicating that the temporal lobe haaratp play in source processing.
Ragland et al. (2006) found prefrontal and pari@téivations in healthy controls
during an fMRI source memory task, and also foumeké¢ activations in schizophrenic
patients for correct responses. Lundstrom et 80%2 also found frontal activations, this
time in the left inferior prefrontal cortex, andufad strong activations in the posterior
precuneus of the parietal lobe for source memosgtarials. Uncapher, Otten and Rugg
(2006) used a complex source memory procedure uingplcolour and location recall
and found that the parietal area, particularlyititea-parietal sulcus (IPS), was the only
area to show activity for responses which wereemtrfor all details. These findings
show a high level of correlation between ERP androimaging results, as well as
implicating the hippocampus, which, given its suftical location, proves difficult
(though not impossible) to examine with ERPs. Thgpdcampus has been strongly
linked to memory encoding, storage and retrievak (Moscovitch et al, 2005, for a
detailed analysis of the importance of the hippqmasnto memory). These repeated
findings give a measure of support to the ERP figdiin source memory tasks, in
particular the Opposition Task, which is the foaighis thesis. In sum, imaging and
electrophysiological evidence posit the role olianber of critical structures that seem to
be involved in source memory recall, including BfeC, areas of the parietal lobe and the

areas of the MTL, particularly the hippocampus (Siggire 1.2).
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Figure 1.2: Diagrams of the brain showing the areas found g¢oalssociated with source memory recall

from fMRI and PET data. Adapted from www.braincatioa.com.

1.5 Aimsof the Thesis
The overall aim of the thesis is to examine theralebasis of source memory and in
particular to identify the neural markers assodatgth source memory in an aged
population. These aims will be achieved througkrges of experiments that will employ
electrophysiological techniques in conjunction witie behavioural data from a source
memory task. To do so, a computer-based Oppodttionedure is used, as described in
detail in Chapter 2. Recording from scalp electsoder EEG data and subsequent
averaging of data into ERPs, and further into dipsalurce locations, are used to examine
the neural correlates of the processes involvetthientask. Young, middle-aged and old
participants are examined, as well as the proceditiee task itself, and the interaction
of learning strategies and source memory retrialdity.

In an initial set of experiments (Chapter 3) wa & take the Opposition Task as

created by Jennings and Jacoby (1997), and exaammenber of behavioural properties
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of the task in a sample of healthy young adultshSproperties include the effect of
differing lag lengths and the effect of the elapsedrval between the presentation of the
study and test portions of the task. Earlier attsmap using the Opposition Task since its
inception have not examined in detail the tasKfitstaving established a basic, working
paradigm and behavioural procedure for this Opjwsitask, specifically created to be
used with young and old groups and with high-dgngiRP recording, we attempt in
Chapter 4 to identify neural changes that are assatwith the differing lag lengths by
examining ERPs associated with the different laga healthy group of young adults.
This provides a greater understanding of the nexoaklates of the lag-based deficits
seen in the task. We expect to find a higher lefdirontal scalp-area activity for the
longer lag lengths over the shorter length, asnteddy Dywan, Segalowitz and Webster
(1998) and others. The introduction of a secondléagth will examine if ERP data
changes due to length of lag, or if the introduciio any lag changes the pattern of ERPs
similarly. Also, the use of dipole source modehlij add further depth to the analysis of
the lagged data.

Chapter 5 builds on the previous chapters and egpan them by applying the
task to a number of different age-groups. We compaurce memory deficits in three
age-groups; a group of young adults from 20-30s/eéd, a group of middle-aged adults
from 40-50 years old, and a group of older adutisif60-70 years old. Previous studies
have examined the behavioural differences in soomemory deficits between young and
old adults, and our addition of a middle-aged greuil allow us to examine whether
these deficits occur gradually through the norngaimg process, or if they are a feature

of only the older age group. Having established thase deficits in source memory
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seem to be linked to the old group only, we theanere the neural correlates of these
deficits. This is carried out in Chapter 6, whiahmpares young and old groups in an
ERP-based study using the Opposition Task to exaimath between and within-group
differences. The experiment involves a group ofng20-30yrs) and old (60-70yrs)
participants completing the task while EEG is reéeor on a 128-channel system.
Previous studies have examined differences betwiegitar groups; however generally a
single lag-length is used, and they have not usedigh-density ERP results to describe
possible neural generators of the scalp topographie

In the final set of experiments, (Chapter 7) weerafit to attenuate the source
memory deficits shown by young and old participatiieough the use of instructions for
participants to place words in sentences duringsthdy phase. As Craik and Lockhart
(1972) showed, this increasing of the depth at ipiarticipants study the original list of
words should lead to increased accuracy at rddailever, this has not previously been
examined in conjunction with the use of lagged warda task designed to show deficits
in memory. We use the Opposition Task to examinesthdr a simple change in
instructions to participants will significantly irease their capacity to recall items from
the study list, regardless of the lag of the wdétdsitive results in this final experiment
allow for the creation of a body of research base@ny improvements in memory, in an
attempt to show the possibility of alleviating @&8 using simple tasks. The thesis
therefore examines the Opposition Task and its,usaglation to behavioural and ERP
results, as well as using it to examine areas agngudied, such as the changes through
middle age in source memory capacity, and the effiéca change in instruction on

accuracy. The use of more than a single lag, haisily ERP results and dipole
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modeling adds to the literature, attempting to gecific brain areas with both source

memory capacity and deficits therein.

26



Chapter 2

M ethods

Part of this chapter has been published as: Sca@lmmmins and Roche (2006).
High Density Event-Related Potentials: Current Tite=pand Practice,

The Irish Psychologist, 33:1, p5-8
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Preamble

This chapter will discuss the methods used fordheation of the thesis, including the
creation and procedure of the Opposition Task usedescription of the Cognitive
Failures Questionnaire (CFQ) which is used to ewenthe everyday memory of
participants and the electrophysiological set-upduso record the scalp EEGs from
participants during the relevant chapters. Alsduided is a brief history of the area of
electroencephalography as well as an examinatiadheopros and cons of the technique.
The physiology is also described along with the anagomponents studied by
neuropsychologists. Finally, the chapter discuisesise of dipole models and their uses

in examining the neural underpinnings of scalp-rded ERPs.
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2.1 The Opposition Task

2.1.1 Programming of the task

The task used for the study was the Opposition Baskeloped by Jennings and Jacoby
(1997). The task was created using the E-Primerewpatal presentation program and
the Visual Basic (VB) program. This allowed for tleeeation of a task that could
accurately measure source memory recall in the siwogtle way possible.

E-Prime (Psychology Software Tools Inc., USA)egarded as one of the more
powerful and flexible experiment generators avddalConsisting of a number of
applications, it allows the generation of experitseand data collection precise to the
millisecond through data handling and processingthWiser-defined experimental
procedures, E-Studio employs a graphical userfader(GUI) that lets the researcher
‘drag-and-drop’ text and pictures into their expgrnt with fully programmable stimulus
onset times, duration, presentation order (e.guesstipl, random), response criteria and
continuous pre-specified data logging. Combinedhwat VB-created lag algorithm
program to allow for a random presentation of lagg&émuli, this software created a
modified version of the Opposition Task that coblkel changed to allow for differing

conditions with a minimum of effort or programming.

2.1.2 Procedure of the task

The Opposition Task (described in more detail bg¢lsva flexible task which can be
altered to suit the demands of the study. Experietserhave used a variety of lag lengths
and inter-phase intervals to examine source menidrgre is neither agreement as to

which lags give optimal results, nor to the effetthe time between studying and recall
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of the words. As such, the first experiment in thesis will examine a number of lag
lengths and inter-phase intervals to gauge théitive effects. The results found will be
used to create a procedure tailored to the speaigficands of the current thesis.

For all studies, the word lists were chosen frommThronto Noun Pool (Friendly,
Franklin, Hoffman & Rubin, 1982), and were matchedlength (5-7 letters), as well as
being matched for imageability, frequency and ceteress (see Appendix | for
examples of words used). Words were presented ite wArial Bold 36pt script on a
black background for ease of reading and clarige (§ig 2.1). For the study block,
stimuli were presented for 2000ms, with a 500mertnal interval. For the test block,
words were presented on screen until a responsaegasded, with a 500ms intertrial
interval. Participants were told that if a wordnfrahe study list was presented during the
following test list, the “S” key on the keyboardositd be pressed. If the presented word
was new, (i.e. not shown on the study list) the “Réy on the keyboard should be
pressed. These keys were marked with colouredesticén the keyboard to facilitate
reactions, especially among the older groups. dieioto test for source memory capacity,
the test lists used were manipulated. Words froenstidy list (Targets) and new words
(Distractors or Foils) were repeated throughouttéds list at a number of differing lags
following the first presentation dependent on tpecsic study (see Fig 2.2). Those
participants with a lower source memory capacitydtéo mistake more repeated new
words for study list words than those with bett@pacity for source memory; that is they

assign to the word an incorrect source (Jenningacoby, 1997).
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Prior to testing, all participants were briefed antbrmed that they would be
taking part in a simple study of recall. The expemt took place in a 9x9ft cubicle
located in the Department of Psychology in NUI Magth. Experiments were completed
on a Dell Optiplex GX 280, located approximatelynietre from the participant.
Participants were allowed short breaks betweengshasd told that they could withdraw
at any time, as well as being asked to sign arriméd Consent Form (See Appendix II).
The instructions given to participants were keptsample as possible in order to
minimize confusion among participants. The begigniof the experiment was an
instructions screen, laid out as follows:

For the first task, words will be presented one at

a time at an even pace. Your task will be to read
each word in the list aloud and to try to remember

it using whatever strategy you think will help you.
Then, after the study list, we will test your memor vy

for the words you just saw.
If you have any questions, please ask the
experimenter now.

Following the study phase, the following instruaoBavere given to all participants:

The next part of this experiment involves a memory
test. We are going to show you a long list of word s,
some of which will be words that were on the study

list that you just saw and some will be new words

that weren't on the study list. Your jobwillbet o

decide which words were on the study list and

which words are new. If you think a word was on
the list, press the "S" key (for "studied"); if you think
a word is new, press the "N" key. Take as muchtim e

as you need to make your responses.

< Press the SPACE BAR to continue >
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This was followed by a second instruction scredth Wrther details on the procedure:

What makes this test tricky is that sometimes words
from the earlier study list will be presented more
than once during the test, and sometimes words

that were not on the study list will also appear mo

re
than once. It doesn't matter how often a word is
presented during the test. This does not change
your task. Every time you see a word that you
studied, you are to press the "S" key and every tim e

you see a word that was not on the study list,
press the "N" key.
If you have any questions, please ask the
experimenter now.

Following this, all participants were debriefed aasked if there were any further
guestions, then thanked. Due to the age of sonteipants, care was taken to ensure
that they left the department safely and could mhke& way home from there.

Figure2.1: Example of the view of a participant during thedstand test blocks of the procedure.
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Study Block Test Block

Lag 0

60 Trials
2000 ms per stimulus
500 ms ISI

128 Trials
“8” or “N* Response
500 ms ISI

Figure 2.2: Graphical representation of the Opposition proceslused, showing the study block and the

use of lag lengths of 0, 4 and 16 in the test block

2.1.3 Analysis of scores

Correct responses and reaction times were bothrdedoduring the test phase of the
experiment. A correct response occurred when tingcjpeant pressed “S” when a word
from the study list was presented and pressed “Nérwa new word was presented.
Reaction times were measured as the interval betpeesentation of the stimulus and
the response. Reaction times were recorded for ¢mtfect and incorrect trials. For the
purposes of the study, all correct responses tgetaxords shall be referred to His,
incorrect responses to target words will be retéiee asMisses correct responses to

distractor words will be referred to &orrect Rejectionsand incorrect responses to
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distractor words will be referred to &alse Alarmsin line with the terms used by
Jennings and Jacoby (1997). Generally, participaese also asked to complete the
Cognitive Failures Questionnaire (CFQ; Broadbemppger & Fitzgerald, 1982; See

Appendix II) to examine their everyday lapses iamory.

2.2 The Cognitive Failures Questionnaire

A common method used for examining everyday menuapacity is the Cognitive
Failures Questionnaire. The CFQ was developed lmadirent, Cooper and Fitzgerald
(1982) as a simple measure of self-reported falunememory, perception and motor
function. Cognitive failure can be defined as aspats failure to complete a task that
he/she is normally capable of completing (Wallakass & Stanny, 2002). Several
common examples of cognitive failure have beengmtesl over the years such as putting
flour in coffee in place of sugar, or throwing away item that was meant to be kept and
retaining the undesired item. While such errors ctien be seen as trivial, other more
serious errors can also occur under relatively Erapd familiar conditions (e.g., turning
the wrong way on a one-way street).

The CFQ consists of 25 short questions ranging flapses in attention (e.g. Do
you read something and find you haven’t been thiglkabout it and must read it again?)
and memory lapses (Do you leave important lettaesmswered for days?) to gross motor
function problems (Do you bump into people?), basadthe last six months of the
participant’s life. Studies have found that pap#eits with high scores on the test, i.e. a
self report of poor memory, are particularly awaféheir propensity to make errors and,

in task situations when external demands are hgglf-focusing could impair
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performance (Stratta, Daneluzzo, Rinaldi, Gian&l& Rossi, 2003). The use of this
guestionnaire in the thesis is to ensure that émegal cognitive abilities of participants is
within certain boundaries, without using a compkchbattery of memory and cognition
examinations. All participants were asked to congple CFQ prior to taking part in

experiments.

2.3 Electrophysiology

2.3.1 Brief History of Electrophysiology

Electrophysiology involves studying the electricilanges and currents generated by
biological cells and what is signified by theseraljs in current. These voltage changes
may be examined externally or internally, dependamgthe area of interest of the
researchers and the nature of the participants. udee of single-cell recording and
invasive intra-cortical recording through the measfsdepth electrodes, known as
Electrocorticography (ECoG), is common in the stafiyhe neurophysiology of animals
and occasionally in human patients. However, thadive nature of these procedures
means that their use on humans is rare, althouggllert spatial data is available due to
the precise nature of the method. These ethicdll@ms, along with the surgical skills
needed to carry out the procedure, mean that teéermped method for examining
electrophysiological data in humans is by scalpeed electrodes, through the process
of electroencephalography (EEG). EEG as a methedlvas the use of scalp-based
electrodes arrayed over the head of the participduanth measure voltage changes from

the brain through the meninges, skull and scaljs @lhows them to operate over a larger
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area than ECoG, which decreases the precision,nontases the versatility of the
method.

Caton (1875) first described the electrical resgsnevoked from animal brains,
using monkeys and rabbits. EEG studies became agpuith Beck (1890) using the
method to examine the responses of animals to gerstionuli, and Berger (1929)
publishing his findings of recording on human map@ants, in which he first used the
phrase electroencephalogram, which is now widelgwkn as EEG. Since these early
works, a number of advances have occurred in #id bf electrophysiology, allowing
for more accurate and reliable methods of studyiregchanges in electrical charges in
human participants. Perhaps the most useful ofethas been the development of a
procedure to examine short periods of EEG data hwinere recorded in response to
certain stimuli, known as Evoked Potentials (EPSs).

Dawson (1954) began averaging large numbers cfetiePs to increase the
signal-to-noise ratio, thereby reducing the amafrdonflicting data being recorded for
each response. The averaging procedure allowedh@&imost prominent and reliable
voltage changes to be examined clearly, without “tim@se” of occasional, possibly
unrelated, voltage changes from single trials. ewis therefore credited with creating
the study of Event-Related Potentials (ERPs), 8eaf which is still widespread today,
and with which this thesis deals directly. ERPscaleulated through the averaging of a
large number of epochs in a recorded EEG whichspegifically time-locked to the
occurrence of an experimental event, generallyeeithe presentation of a stimulus or the
response to a certain stimulus (Handy, 2005). Aockeps the timeframe in which a

response to a stimulus occurs, with the ERPs medsagcording to either the stimulus
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(stimulus-locked) or the response given (respoaskeld). These ERP “waveforms” are
plotted by voltage in the Y-axis, in microvolts (p\and over time in the X-axis, in
milliseconds (ms). This allows for the creatioraadetailed account of neural stimulation
induced by the repetition of a certain stimulusesponse. The more repetitions used, the
higher the ratio of useful signals to backgrounds@oAs Handy (2005) states, the
components involved among the majority of the irdlial epochs will be shown more
profoundly in the averaged ERP.

ERPs have been used to study a vast number oftimegorocesses, from simple
attention tasks (Dockree, Kelly, Robertson, RedllyFoxe, 2005), through to so-called
higher cognitive functions, including language (éwmt, Thierry & Cardebat, 2005),
learning (Roche & O’Mara, 2003) and, importantlyemory (e.g. Dywan, Segalowitz &
Webster, 1998). The simplicity of the procedurengl with a number of other benefits,
has allowed ERP study to become one of the mostspidad methods of examining the

brain during cognitive processing.

2.3.2 Physiology of ERPs

EEG and ERPs measure the electrical activity preduby the brain through the
summated activity of the currents produced posagtnally. The Central Nervous
System (CNS), including the brain, communicatesugh the constant transmission of
electrochemical signals between the nerve cellshvimake it up, known as neurons (See
Figure 2.3). Each signal sent by a neuron will ezitinhibit or excite the connecting

neurons as messages are passed across the sylafptitom the axon in the pre-
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synaptic (signalling) cell to the dendrites or dedidy of the post-synaptic (receiving)

cell, via the release of a variety of neurotrantarst

Structure of a typical Neuron
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Figure 2.3: The anatomical structure of a typical neuronallcshowing connectivity of neurons in the

brain and the neural communication pathway. Adagtech www.Web-books.com/physiology/Nervous

When a neuron is not in the process of sendingeoeiving transmissions, it has a
negative charge of ~-70 millivolts (mV) relative ttee charge of the surrounding tissue.
This status of equilibrium is referred to as thsting potentiabf the cell. This is due to

the presence of charged particles across the @tibrane: sodium ions (Na+), chloride
ions (Cl-), potassium ions (K+) and protein ani¢&g. The negative charge produced by
the anions is largely balanced by the presencheopbtassium ions. It is the occurrence
of deviations in the amount of chloride and potassthat gives rise to the possibility of

the cell generating an excitatory post-synaptieptal, or EPSP. If the flow of ions in a
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cell is changed due to stimulation of the cell lactricity, sodium ions flow into the cell
membrane, causing a rise in voltage of the cellupyto 100mV, to a threshold of
~+30mV. Following this, potassium ions flow in atieén out of the cell, rapidly exciting
then repolarising the membrane. This change inageltcauses aaction potential
releasing neurotransmitters across the synaptft tdebegin the process in adjoining
neurons (Kolb & Whishaw, 2003; see Figure 2.4}hé& ion flow results in a decrease in
voltage, from an inhibitory post-synaptic poten{i@SP), hyperpolarisationcan occur,
making it less likely that the cell will create antion potential, thereby inhibiting any
further neurons from firing. Summed changes in psdéion across large numbers of

cells are measured by EEG equipment, rather thaalyn&ction potentials.

#40 r Na+ chanw
become
refractory, no
more Na+
enters cell
E K+ continues to
= 7 leave cell,
1]
= T — causes membrane
@ e, potential to return
g RO, to resting level
® begins to leave
& cell
i)
£
§ Na+ channels
open, Na+
begins to enter
cell ; K+ channels close,
* " Na* channels reset
-70 I \_’f
Threshold of m Extra Kt outside
excitation diffuses away

Figure 2.4: The processes involved with the firing of an actimtential from the resting potential in a

nerve cell. Adapted from gregalo.com.
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The complex working of the CNS also causes thatine of two important
phenomena, known asnksand sources A sink occurs when an EPSP is in progress.
This process involves an influx of positive ionoitthe cell, thereby moving the voltage
of the cell closer to OmV. This reduces the positiof the surrounding extracellular
space, creating a sink, which can be seen as diveegaurce. This influx of ions into
one area of the neuron is balanced through anooutfi another area, removed from the
EPSP, causing a positive source in the area sutimogirthis outflow as the ions are
released. IPSPs cause an opposing situation, witpositive source around the
hyperpolarised area and a negative sink elsewhetteei neuron from the intake of ions
necessary for equilibrium. Due to the co-occurrencsources and sinks in each cell, a
neuron can be described as a dipole; causing sinedus positive and negative electrical
activity (See Nunez & Srinivasan, 2006, for a dethoverview).

EEG and ERPs record the overall occurrences dfssind sources from
thousands of neurons with similar spatial orientatiradial to the scalp (Otten & Rugg,
2001). This means that tangential currents ar@ic&ed up by EEG, which precludes the
ability to examine deep sources, particularly salically, using the method. The
configuration of EEG recorders means that the ntgjof recordings are from pyramidal
cell populations which form the cortical surfacegirey matter areas. The constant firing
of these cells disallows single-cellular accuramyd instead EEG recordingle dipole
sourcesfrom areas of the cortex less than 1cm?, or flo@mogenous dipole layers
which occur when a large number of dipoles in aegalnarea of the outer cortex fire
synchronously, as all their positive terminals,sources, are adjacent to other positive

sources. However, due to the nature of the cortkese dipole layers are rarely
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homogenous, instead being formed of both positiwe reegative dipoles, in which case
the potential recorded by the EEG will be a reftectof the majority polarity, be it
positive or negative.

Animal studies (e.g. Kramer & Szeri, 2004) havenid that the polarity of ERP
recordings are related to either excitation orbitian in neurons by co-recording scalp
EEG and intracranial ECoG. These studies have shhamnthe firing of cortical cells
seem to result in negative components in ERP raogsd while cortical cellular
inhibiting seems to result in the recording of pi@si potentials. So at a cortical level, an
EPSP is positive, it elicits a negative recordingtbe scalp, and negatively-charged
IPSPs result in a positive recording from EEG. @ve(1995) links this to the sinks and
sources explanation, claiming that sinks at thmdirsites cause extracellular surface

sources, and that sources at the firing sites caxtsacellular surface sinks.

2.3.3 Spatial and Temporal Resolution
Any tool used in the field of cognitive Neuropsytdygy can be assessed for its
performance in two important areagemporal resolutionand spatial resolution
Temporal resolution is the accuracy in terms ofefraame that a recording method can
achieve, with a good method allowing almost instedording in sequence. Spatial
resolution is the accuracy with which a method pmpoint the area in the cortex being
used during a recording (Kolb & Whishaw, 2003).

There are numerous techniques used in the regpafirbrain activity in humans
during cognitive tasks, all of which vary in thepatial and temporal resolution. In terms

of spatial resolution, functional Magnetic Resorarimaging (fMRI) and Positron
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Emmision Tomography (PET) stand out as the mositrate forms of equipment. Both
of these methods involve the recording of increasesegional cerebral blood flow
(rCBF), which can be described as the changesoiadoflow around the brain to allow
for maximum oxygen demands to be met in the bra@asabeing recruited for a task.
PET measures this through the invasive injectioa oddioactive compound which can
be read by the equipment, while fMRI, a more regewention, is non-invasive, instead
recording changes in the magnetic orientation oénmaglobin using a powerful
electromagnet. Both these techniques give a highl lef spatial resolution, with 3-
dimensional images with millimetre accuracy createdn the data. These spatially-
precise data come at the cost of a reduction irpoeah resolution, as studies are often
forced into a blocked design, rather than an exelated design, meaning that real-time
recording is impossible. The speed at which bldodd through the brain also impacts
on the temporal resolution, especially when congbéweslectrical impulses.

ERPs have excellent temporal resolution. Voltaganges in the cortex pass
through the meninges, skull and scalp in millisetrallowing ERPs to be created based
closely on the presentation of a stimulus. This asiminstantaneous transfer of
information allows for ERPs to be elicited withinilimeconds of the processes being
initiated. However, as for spatial resolution inRMand PET, this excellent temporal
resolution comes with the price of poor spatiabhagson, due to the interference of the
intervening layers of tissue. Electrodes on thépsoecord data from sources within the
brain, which travel through the cortex, the mengdee skull, the scalp and possibly hair
on the way to being recorded. All of these layersse deflections and dispersions of the

electrical charge, resulting in a recorded ERP thay have originated from any point
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within the brain, regardless of where on the sdhip voltage changes are measured.
However, the brain is essentially a volume conduyctoeaning that any potential
recorded on the scalp should be able to be traaek to its source within the cortex or
even sub-cortex, as long as researchers are ptwiatd the conductive or resistive
properties of the layers and media involved. Thigléspite the inhomogeneity of the
areas in terms of conduction and restriction ofgbtentials.

Two innovations in the field of neuroimaging tlaa¢ becoming more widespread
are Magnetoencephalography (MEG) and Transcraniagndtic Stimulation (TMS).
MEG involves measuring the electromagnetic fieldscv occur when neurons fire. The
temporal resolution is similar to that of EEG givbat the fields pass through the cortex
and skull at much the same speed as electrical lsmpualthough the method records
from tangentially rather than radially oriented m@s. The intervening layers have less
of an impact on the spatial resolution for MEGpwiing for greater accuracy in the
pinpointing of neural generators (Cohen, 1972). eleav, the cost and time consumption
involved with MEG restricts its use as a tool fesearch. TMS involves using a magnetic
field generated on the surface of the scalp toeaufring of all neurons underlying the
area in the cortex. This acts as a temporary legffactively allowing the area to be
discounted from concurrent tasks. The centimetrellspatial resolution is quite high,
although not on the level of fMRI, and the tempaesolution is near instant (Nunez &
Srinivasan, 2006). The most exciting aspect of pinecedure is th&nctional resolution
in that it can be used to transiently inhibit aityivn areas necessary for a certain task to
be performed from firing, rather than those meretyrelated to the task (Walsh &

Pascual-Leone, 2003).
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2.3.4 Components of ERPs

Components are parts of the ERP waveforms thabfieterest to the experimenter.
They are generally a sustained peak or trough enddta that remains reliable over a
large number of trials and can be replicated fraodys to study, in response to a
replicable stimulus. Originally, experimenters ¢eelh components based on their
polarity, latency and scalp distribution, resultingthe likes of the P300, P3a and P3b.
The P stands for a positive deflection, ti80 for the component peaking 300ms
following presentation of the stimulus, and thandb differentiated between the earlier
frontal component and the later, more posteriormament. However, recently this trend
has changed to accept that these attributes ahp@eent vary by large degrees between
stimulus and study types, leading to a more gersatription of components as any
scalp-recorded neural activity that is generated given neuroanatomical module when
a specific operation is performed (Luck, 2005). pesthis shift in thinking, the use of
named components by experimenters remains widesaethe most expedient method
in which to convey the general properties of a gigcemponent, and will be used in the
current thesis.

The four main identified components with which nogyn function, and by
extension source memory, are associated are thand1P1, generally seen as early
sensory and attentional components, and the P3aP8bd which are later and often
linked to higher cognitive functions (see Fig 2.5he P1, or P100 is usually to the
posterior over the occipital lobes and tends tokpeetween 80 and 120ms. Mangun
(1995) links it to the ventral stream of visual gessing and may reflect automatic rather

than controlled processes. However, the amplitddbeoP1 has been found to be higher
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for active tasks that require direct responses @assive tasks which require only
attention (Paz-Caballero & Garcia-Austt, 1992)alltg for the possibility that there is
an element of control to even this early compon€&hé N1, or N100, is elicited by both
auditory and visual stimuli and modulated by afntCoull, 1998). The N1 is often
divided into a frontal N1 which is linked to spattaieing of target stimuli (Luck, Fan &
Hillyard, 1993) and passive task viewing (Paz-Clalbal& Garcia-Austt, 1992), and the
posterior N1 which has been linked to symbolic card both the dorsal and ventral

streams of visual processing (Lange et al. 1999).
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Figure 25: Examples of major components involved with ERPlyaig|a showing P1, N1 and P3

components.

The P3a is implicated in the response to novehstén oddball tasks (Acosta &

Nasman, 1992) and has been linked to the prefrdoital (Kertesz, 1994). The P3b has
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been strongly linked to response selection (FalledmsHoorman & Hohnbeim, 2001)
and auditory stimuli (Bennington & Polich, 1999p@erchero and Polich (1999) found
that the P3b is more positive for targets over tavgets in tasks for easy discrimination.
For more difficult discriminations, the P3a wasrduto be larger for non-targets while
the P3b remained larger for targets, concluding tha difficulty in discrimination
determined the generation of a P3a. The P3b isaptgbthe most studied ERP
component, with thousands of published studiedaai (Luck, 2005). Despite this, it is
still unclear as to the cause for the componentvédr, it has been reliably found to
respond to the probability of a target occurringii@an-Johnson & Donchin, 1982) as

well as to the amount of effort necessary to cotepaetask (Israel et al., 1980b).

2.3.5 Setting Up and Recording EEG

For the EEG recording chapters in the thesis, @peants were seated in a darkened,
copper-shielded and sound-attenuated testing eufoclthe duration of the experiment.
All electrical equipment was removed from the ropnor to examination apart from the
screen, keyboard and EEG Amplifier.

EEG data were collected from 128 channels ovesthtace of the scalp, using
the extended version of the International 10-20tesysfor electrode placement (see
Figure 2.6) (Jasper, 1958). Tin electrodes weral wdeng with a specially produced
electrode placement cap (Brain Vision). The impeedevel was kept to below 1Qkin
all cases. This was achieved through a numberepissin the experimental procedure.
The Easi-cap system was used, with Abralyte geigplaced in each electrode holder

using a blunt ended syringe prior to attachmernhefelectrode. The electrodes were then
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placed in the proper pattern, with the 4 EOG etelds being placed at the external
canthi of the eyes to record horizontal movemem&dG), and on the inferior and

superior ridges of the orbit of the left eye toaetvertical movements (VEOG). These
electrodes would be subsequently linked to thekbieduction algorithm to reduce the
artifacts. Impedance was reduced to below € thkrough this process and via the
manipulation of the gel at each electrode site gismiton swabs. On completion of the
experiment all electrodes were removed, cleaneddasidfected to ensure hygienic re-

use of the equipment.

Fig 2.6: Expanded 10-20 system of electrode placement ms@&8-channel electrode set-up and EEG

recording. Adapted from www.behavioralandbrainfimrs.com.
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The amplifier used was supplied by Brain Vision giBProducts GmbH,
Germany). EEG activity was amplified using a bamadspof 0.16-100Hz and a gain of
1000. Recordings were notch filtered off-line atH20 EEG data were digitized at a
sampling rate of 500Hz, and were averaged offlisengst BESA software (MEGIS
Software GmbH, Germany). A high cut-off filter o®l8z was used, along with an auto-
rejection procedure to cut off negative amplitudégreater than 56. The 100ms pre-

stimulus period was used as a baseline for thdibasmrrection procedure.

2.3.6 The Reference Electrode

The reference electrode is used as a measure lphwie other EEG signals can be
compared. Ideally, the reference electrode shoeldttached to an area of the participant
where no electrical signals from the brain of tlatigipant will be recorded. Such a
reference is called taue referenceln reality, the use of such a reference is raregaras
reference point used on the participant’s headfimidl some degree of interference from
neural electrical signals. Reference electrodesgarerally placed on areas with thick
bone or cartilage, as bone is less conductive tieamonal tissue. The tip of the nose, the
earlobes and the mastoid bone behind the ear ligweea utilized in an attempt to create
a quiet reference electrode. If the ears or mastaid used, it is normal to use a linked
pair of references either by a physical wire or athramatical equation to avoid bias
towards the potentials on one hemisphere (Luck520® has also been found to be
possible to use aaverage reference compare the data. This method uses the average
voltage of all the active electrodes to compargbeh them, allowing for experiments to

be run without a physical reference electrode. H@mneDien (1998) warns that this is
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only possible if the electrodes are over the ersir@lp and in sufficiently high density,
otherwise the data will be distorted.

Each form of referencing has its own caveats. éthknastoid or ear electrodes
must have great enough contact resistances orutiient may flow between the ears,
altering the recorded patterns. The resistances alssbe kept equal, or there is a risk of
creating a single reference from the stronger eefe®. The nose electrode, located on the
naisonwhere the bone and cartilage meet at the bridgheohose, does not have these
problems, but instead its proximity to the eyes camse electrical changes through
ocular movements and blinking. This problem caralteviated through the use of blink-
reduction algorithms (e.g. Berg & Scherg, 1994). ithlbver method is chosen for
referencing will have problems, but these can hentered through precise locating of
the reference point between participants and teeotismathematical models. The current
study uses the naison electrode, as it is a simpt relatively robust method of
referencing. However, the use of high-density eaueipt also allows for an average

reference to be created.

2.3.7 ERP Averaging and Analysis

Following the recording of the EEG information, thles were transferred to the BESA

ERP and source localisation program. The contiglgS information was converted to

BESA binary format. The data were then examinedbfd channels and artefacts. Bad
channels are those with above average amounts stbribn, caused by outside

influences or bridging between electrodes. If mtiran 10 were reported in a single

participant, the participant was removed from thelg. An automatic blink algorithm
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was run to minimise the effects of those artefactsthe data. The artifact correction
employed was a variation of the Berg and Scher8419ee also llle et al., 2002) spatial
components method for correcting eye artifactslaad out in the BESA program.
Artifact and brain signal subspaces are describet@rims of spatial topographies. The
correction process consisted of four steps: Stepi®no define the topography for each
type of artifact. Step two determines the brainnaigtopographies underlying the
displayed EEG segment. Step three involves thenstnaction of the artifact signal at
each scalp electrode with a spatial filter takimi iaccount artifact as well as brain signal
subspace. Finally, step four is to subtract theomstucted artifact signal from the
original EEG segment. This allows the blink potalstito be removed with a minimum of
distortion of the data.

The data were then split into ERPs dependent oditons. These ERPs were
collated to form conditional averages, and a siggénd average ERP for each group in
the particular study. Components were identifiedelolaon these grand averages and
compared across groups through visual and statigtitalysis, using the mean amplitude
of the data between specific time points as welthes highest peak in each studied
component. The length of the positive or negatigedtions, odatency was also used
for comparative analysis. This allowed for statisticomparisons using ANOVAs and

Bonferroni corrected t-tests to be completed.
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2.4 Dipole Source L ocation

2.4.1 Spatial localisation of ERPs

Since the 1970s, attempts have been made to entiansepatial resolution of ERP data
using a number of different, generally mathemalyelahsed, methods. The primary
drawback to these attempts is theerse problemThis is the problem that all the EEG
recordings from the scalp are based on sourcdseirtdrtex, but it is possible that any
number of sources could be contributing to the n@ed waveforms. ldentifying the
sources using mathematical models is essentiallpogsible due to the mass of
interactions and voltage changes occurring acrosscortex at any given time. Even
during a simple attention task, a number of bragasa (both related and unrelated to the
task) may be excited or inhibited, resulting inemmninfinite number of possible sources
for a recorded component.

Hjorth (1975) created a method of increasing thetial resolution of ERP data
using scalp current density (SCDyr the Laplacian method. This is a filter that
mechanically increases the emphasis on sourceg ¢toghe area of interest while
simultaneously reducing the contribution of souritesn more distant areas. This has led
to the creation of SCD maps (see Fig 2.7) whicavalfor a rapid visual inspection of
scalp. The New Orleans spline-Laplacian model (Peat al., 1987; Nunez, 1989) and
the Melbourne dura imaging algorithm, also knowrspatial deconvolution, (Gevins et
al., 1991) are more modern variations of this usiigip-density ERP recording arrays of
64 or more electrodes. These methods do not dehl the inverse problem to a great
extent as no assumptions about the cortical sowmoesecessary. The dura imaging

method requires a volume conductor head model,llysusing 3 spheres to represent
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brain, menginges and skull conductivity. The Lapacmodel requires only that the
outer surface shape of the volume conductor befigmbctypically by applying a best-fit
spherical model. Nunez and Srinivasan (2006) gispadial resolution of 2-3cm to these
methods.

The other major method of increasing spatial rggmi in ERP studies involves
the inverse problem directly. The usepole Source Localisatiois becoming more
common in the field of ERP analysis. Through thedgtof prior examinations of brain
volume and conductivity, as well as the acceptavicerior hypotheses of boundary
information, a head model can be created in 3 dsioes that closely resembles an
average human brain and its surrounding area, dijpiwvith a 3-shell model: thus an
artificial forward solutionto the inverse problem can be devised. Using thesgels, a
series of dipole sources can be extrapolated froen ERP data, generally through
matching dipoles to sources usipgncipal component analysiPCA). A dipole is
created for each component identified in the daad an attempt is made to
mathematically match each dipole with a major congo, resulting in a 3-dimensional
model of the head with either discrete dipolesxetffi to certain areas of the cortex or
graded areas of activity (see Fig. 2.8). The sholne time-span being studied, the more
accurate this method will be. Structural data frisiRl scans has been used to create a
boundary element modelvhich allows for more accurate dipole localisati®ipole
models includéBrain Electrical Source Analysis (BES8¢herg, Vajsar & Picton, 1989)
and Multiple Signal Characterisation (MUSICylosher, Lewis & Leahy, 1992). The
current thesis utilises the BESA method. The methtidws for a certain level of

improvement in the spatial resolution of ERP data] is useful in finding general areas
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of the cortex involved with the carrying out of n@ntasks. However, as Nunez and
Srinivasan (2006) state, the use of mathematicaletsas an oversimplified estimate of

actual source localisation.

Fig 2.7: Example of a Scalp Current Density Map, showingramed spatial resolution through

the localisation of sinks and sources over timeapgied from sscn.ucsd.edu/tutorials
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Fig 2.8: Examples of discrete dipole localisation resi#t3 and distributed areas of activity (B)

during a movement imagination task. Adapted fwavaw.tc.umn.edu/~binhe

2.4.2 BESA Analysis

Following the completion of ERP analysis, BESA w@fte was used in order to examine
the neural generators of the ERP components bytimgea discrete multiple source
model (See Fig. 2.9). This model is used as a samantage to transform the data from
sensor level into brain source space in the forna af-shell ellipsoidal head model,
providing source waveforms of the modeled brainomg as a direct measure for their
activities on a trial-by-trial basis. Each dipol@dh optimal parameters created by
searching for a minimum in the residual variancé/)Roefficient, that being the
percentage of variance in the recorded distributioinexplained by the dipole model. For
bilaterally located early sensory potentials (Pa8 Ai2), a symmetry restraint was placed
in respect for location. It is important to notathn dipole source analysis, the modeled

dipoles represent an oversimplification of the \agti in the areas and should be
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considered as representative of centers of grafitthe observed activity rather than
pinpoint localizations of exact generators (Nune3mivansan, 2006).

Source models were estimated for the time windowthe overall grand mean
waveform, in which any elicited components reacpedk values. Source models were
then estimated for the differences between conwditia order to maximize the signal to
noise ratio. For each waveform, the time-depen@®nhtwas computed for the model.
Parameters were optimized for individual data attime point at which the minimum
RV was computed, within the predetermined latenoydaw. Data with an RV of greater
than 30% were excluded from further analysis, adl a® those participants whose
analysis showed anatomically implausible solutionsh dipoles outside the brain area,
such as in the neck or ocular regions.. Followinglgsis of the grand mean waveforms,
the source solution was applied to individual ageg Subtraction waveforms were also
analysed for source, in order to examine the necoatelates of the differences in

potentials between conditions.
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Fig 2.9: Example of the BESA interface for dipole analys@apted from brainimaging.waisman.wisc.edu

Finally, anatomical loci and Brodmann’s areas wesémated using a Talairach
Daemon software application (The Research Imagiegti€, UTHSCSA, Texas). This
software maps the X, Y and Z co-ordinates obtaimgdg BESA onto the Talairach co-
planar stereotaxic atlas of the human brain (Tadair& Tournoux, 1988) in order to
locate the Brodmann’s Area and gyrus of each dipidie program allows researchers to
map the BESA dipoles onto a standardized head mthded giving anatomical locations
and Brodmann’s Area data on the dipoles found. Tifermation can then be used to

compare the ERP source locations with neuroimagmeghods such as PET or fMRI,



allowing the results found in the studies to be parad to a wider variety of other

studies in the area.

2.5 Conclusions

The use of EEG, and from that, ERP results allewvsfthorough examination of activity
over the scalp during trials. Adding dipole sounteging will enable us to tentatively
locate the neural correlates of the results fountthe task. The straightforward nature of
the Opposition Task devised should create clear ERBIts and enable comparisons
between lag lengths, condition types (Correct targealse Alarms, etc.) and age groups.
The CFQ will give a simple index of participantseeyday memory problems, allowing

us to use relatively homogenous groups for study.
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Chapter 3

Temporal Aspectsof Source Memory:
Effects of Inter- and Intra-task Variations

on the Opposition Paradigm

The Experimenter would like to thank Ms Jenniferpiiy and Ms Monica Donaghy for

their aid in initial data collection
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Abstract

The Opposition Task has been used to examine saonereory capacity in numerous
clinical and non-clinical groups. In this chaptee examined the task itself using groups
of healthy young adults. Experiment 1 employed aBipipants to examine at what lag
lengths the task shows the greatest differencas fag 0. Based on the findings of
Jennings and Jacoby (1997), 6 lag lengths were fosele experiment; O, 2, 4, 8, 12 and
16. Participants were presented with a study list® words and asked to remember
them. During the test phase immediately followihg study list, study and distractor
words were presented and participants were asketedpond as to whether they
recognised the word from the study list. ResultsnfrExperiment 1 showed no decrease
in accuracy from Lag O to any longer lag lengthefehwas a trend in the reaction time
data towards longer reaction times for the longgslover short or immediate lags. The
use of a high number of lags my have increasedatindiarity of the participant for the
design, this increasing their accuracy for laggedlst Experiment 2 divided 24
participants into three groups (N=8) based on tierval between the study and test
phases (Immediate recall, 1-hour delay or 24-helayj and were given the same task as
those in Experiment 1, though with 3 lags, to exeif an interval between the phases
would produce either an adverse or amelioratingogfbn accuracy and reaction times
during the test phase. The results from Experirf@esttowed some decreases in accuracy
for longer lags in all three conditions, though @agnificant, while the reaction time
data showed significant increases for the laggats tover the lag O trials. No differences
were found between the conditions. These resulggest that the interval between

encoding and recall phases does not affect soacedl.r
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3.1 Introduction

3.1.1 General Introduction

Since the original use of the Opposition Task iarmking source memory (Jennings &
Jacoby, 1997), there have been a number of studidxe area using similar procedures,
particularly with regards to the lags used. In sumilar tasks examining the effects of
repeated words on EEG data, Dywan, Segalowitz amdstér (1998) and Dywan,

Segalowitz and Arsenault (2002) created studies ubad a six word lag to examine
deficits in source memory. For both tasks, a twautd interval occurred between the
study list and the subsequent test list. Brid$aaser, Herron and Wilding (2006) also
completed a study testing recognition for studiexdds using an Opposition Task where
one lag length was used, though it was randomsdbtween a lag of 7 and 9 between
words. They compared reaction times and corregioreses for the lagged stimuli to

those of unlagged stimuli, i.e. the first presaotabf the word in the test list. All three

experiments reported similar patterns of resultt) \agged stimuli causing a decrease in
accuracy and an increase in RT.

While typically a short delay between the study &t blocks is used, a matter
of minutes, this is not always the case. Mathew8gnyan and Segalowitz (2005) used
an opposition-based test as part of a study examimemory differences between young
and old adults. Again, the lag length used wadsmdbrvening items, as in the previous
studies by the group. During this task, a 25-minnterval was introduced between the
study and test phases, during which a separatewtaskcompleted. Despite this added
short interval, a similar pattern of behaviouraduks was found to occur to those of the

previous studies, with lagged words showing lovesuaacy scores and longer RTs. This
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seems to show that performance on an OppositioceBluwe is unchanged by inter-phase
interval; however, the immediacy of the test lisidwing the study list is a possible
procedural problem that has not been examined gluha use of the Opposition task
beyond this 25 minute interval. Immediate or clos@nmediate examination of the
study block is almost universally used. The useaof5-minute interval with an
intervening task is a slight variation on this, botlonger intervals have been reported to
examine the possibility of the impact of longeremals before recall on source memory.
A word recognition task that is superficially siarilto an opposition or Old/New
procedure was carried out by Wolk, Schacter, Lyglizéen, Holcolme, Daffner and
Budson (2006) who found that a 24-hour delay betwstady and test blocks produced a
deficit in recognition for words as being from ady or test list in comparison to those
examined immediately following the study blockisitnoteworthy that these authors did
not use a Lag procedure, and this phenomenon haseea examined in terms of lag-
based manipulations.

The original Opposition study (Jennings & Jacd897) examined the task using
two different sets of lags during the test phase;, and 7 in Experiment 1, and 4, 12,
24 and 48 in Experiment 2. For both these intelags a decrease in accuracy was found
as the lag length increased. However, they diccootpare the two experiments, despite
finding increased RTs with lag 12 compared to lagh4he first experiment and no
difference in RTs between lag 3 and 7 in the se@qukriment. Furthermore, Jennings
and Jacoby (1997) concluded thdhese declines seem to asymptote after four
intervening items have occurred, remaining consfantup to at least 48 intervening

words,” despite the original experiment not examining Wwketa number of further lags
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would create any deviation of this asymptote. Aigledeginning with a lag of 0 and
extending to include lags beyond 12, or a desigioluing more than 4 lag lengths

including lag 0, has not been examined in theditee to date.

3.1.2 Overview of Current Experiments

This chapter attempts to examine two fundamerttahges to the procedure of
the Opposition Task. The first (Experiment 1) agésnto increase the number of lag
lengths from 4 (as used by Jennings & Jacoby, 1@08)O0, 2, 4, 8, 12 and 16). This will
test the idea that any lag beyond a first or imrated{lag 0) presentation will show a
decreased level of accuracy, regardless of theveréng number of stimuli. This is
important as it will allow for the creation of argle version of the task depending on the
results found. We hypothesise that first presesraaind lag O responses will show higher
accuracy than all lagged responses, as found bynlEn& Jacoby (1997). In Experiment
2 we will attempt to examine whether a longer wébetween the study and test blocks
will have an effect on the RT and accuracy scofesgyoup of participants. We use three
lag lengths (0, 4, and 16) during the test phase,JZintervals (Immediate, 1 hour, 24
hour) between the study and test phases. SimiMfail et al. (2006), we may find lower
accuracy levels among participants that have hadtést phase 24 hours post-study
compared to those tested immediately following shedy phase. However, it may be
possible that participants’ RTs and accuracy vgli@a or better those of the immediately
tested group if given a 24 hour delay, as someiesudave demonstrated that memory

retrieval can be enhanced following sleep as mezaaie further consolidated over time
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(e.g. Ficca, Lombardo, Rossi & Salzarulo, 2000emlogen, Hulbert, Stickgold, Dinges

& Thompson-Schill, 2006).
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3.2 Experiment 1

3.2.1 Method

3.2.1.1 Participants

The sample used for this experiment consisted gfé&ficipants, 13 male and 12 female
(Age=19-28, mean=21.2). All participants had normatorrected-to-normal vision and
were self-reported free from serious memory prokleRarticipants gave written
informed consent prior to taking part in the stadyl were informed of their rights under
the Freedom of Information Act (1997). The CogmtiFailures Questionnaire (CFQ;
Broadbent et al., 1982) also measured the partitshaveryday memory failure rate to
ensure all participants were within normal limithe experiment was conducted in
accordance with the Code of Ethics of the World MaldAssociation (World Medical
Association, 1964) and the Ethical Standards of ARA (American Psychological

Association, 2002).

3.2.1.2 Design

This study consisted of a 2x6 repeated measurékinagroup design, with Trial Type
and Lag Length as the two independent variabldal Type was operationalised on two
levels: Target and Distractor; Lag length was ojp@nalised on six levels: Lags 0, 2, 4,
8, 12 and 16. The dependent variables to be mehstgee accuracy and reaction time on

the test block.
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3.2.1.3 Apparatus

This experiment made use of the Opposition Tas#ezeribed in the Methods Chapter
(Chapter 2), with a number of methodological angcpdural changes in place. The task
consisted of a single study and test-block withs@@ly words as well as 5 buffers for
primacy effects and 5 for recency effects. Eachihef 60 study words was presented
twice during the test phase in a pseudo-randomro8iety distractor (foil) words were
included in the test phase, also with 2 repetitiohsach. In order to examine the effects
of differing lags on patrticipants’ source accurayrget words were presented for the
second time at lags of 0, 2, 4, 8, 12 and 16 indékephase. All distractor, or foil, words
were also presented using these 6 lag lengthsotAdr details were as outlined in the

Methods Chapter.

3.2.1.4 Procedure and Data Analysis

Prior to testing, all participants were briefed amfdrmed that they would be taking part
in a simple study of recall. The experiment too&gel in a 9x9 cubicle located in the
Department of Psychology in NUI Maynooth, with thereen located approximately 1
metre from the participant. Participants were a#ldvshort breaks between phases and
told that they could withdraw at any time. Follogisompletion of the experiment, all
participants were fully debriefed. Individual dathtained were kept confidential. Data
were subjected to repeated measures ANOVAs to evafor statistically significant
differences in the accuracy scores and reactioastibetween the differing lag lengths for
participants. Bonferroni-corrected paired-samplests were used to further examine the

differences found. Correct responses to target svake described allits, correct
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responses to distractor words are describe@ameect Rejectionsincorrect responses to
target words are described Bissesand incorrect responses to distractor words are
described agFalse Alarms The accuracy data records only the Hits and Cobrre
Rejections, as the Misses and False Alarms arelgithpse responded to incorrectly by
participants. For the CFQ, participants were fotmttave a mean score of 33.6 (SEM=
8.12), allowing them to be considered as havindniwithe normal range of cognitive

failures.
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3.2.2 Reaults

3.2.2.1 Accuracy

To ascertain if there was an effect of lag lengtd #@ial type on accuracy during the test
phase, a repeated measures ANOVA was performedréldudts of this test revealed a
significant main effect of Trial Type [F (1, 25)6=424, p<0.05] with participants more
accurate at reporting distractors (Correct Rejas)iccompared to targets (Hits). There
was also a significant main effect of Lag Length(IF-25) = 3.052, p<0.05]. There were
no significant interaction effects between trigdéyand lag length [F (1, 25) = 1.285, p =

0.275], as illustrated by Figure 3.1.
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Figure 3.1: The Effects of Lag Length and Trial Type on Accyrfar second presentation (* denotes a

significant difference).
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A series of Bonferroni-corrected paired samplestsdevere performed to compare
the accuracy means of different lags. For targetia,dag O trials were significantly less
accurate than those at lag 8 [t (24) = 2.339, 0ad lag 16 trials [t (24) = 3.094,
p<0.01]. Trials at lag 4 were also found to be Bssurate than at lag 16 [t (24) = 2.027,
p<0.05]. In the accuracy means for distractor wottdsre was a significant difference
between lags 2 and 4 [t (24) = 2.216, p<0.05], attp 2 showing higher accuracy, as
was the case between lags 2 and 8 [t (24) = 2820,05]. Lag 4 was found to be
significantly lower in accuracy than lag 16 [t (2&)2.602, p<0.05], as was lag 8
compared to lag 16 [t (24) = 2.281, p<0.05]. Wharget and distractor word accuracy
means were compared by a t-test (e.g. lag O taagetracy compared with lag O
distractor accuracy), there were significant défezes at lag 0 [t (24) = 3.397, p<0.01]
and lag 2 [t (24) = 3.222, p<0.01], with the distoa responses showing higher accuracy
in both cases.

Following these results, lag lengths were combimal short (0, 2, 4) and long
(8, 12, 16) lengths. A 2x2 repeated measures ANQW&S performed to examine the
effect of short and long lags on accuracy for tamed distractor words. This would
reveal overall at which type of lag length partarps performed better. The results of the
ANOVA revealed no significant main effect for Lag [1, 25) = 13.121, p= 0.083].
There was, however, a significant main effect foal ttype on accuracy [F (1, 25) =
6.424, p<0.05] with significantly greater accurdaydistractors. Figure 3.2 demonstrates
that participants attained higher levels of accyfac distractor words compared to target

words. There was a significant interaction effestil®en trial type and short/long lags [F
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(1, 25) = 9.54, p<0.05]. T-tests showed a significdifference between targets and
distractors at the short lag condition [t (24) 4R, p<0.05] and no other significant

differences.

Mean Accuracy for Target and Distractor responses at

Short vs Long lags
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Figure 3.2: A comparison of the mean accuracy scores obtaitygoblnticipants in the short and long lag

length trials.
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3.2.2.2 Reaction Times

A one-way repeated-measures ANOVA was carriedoauthe reaction time (RT) data
for correct responses to target words (Hits). T@seilts showed no statistically significant
differences between the 6 lag lengths studiedHm fresponse type [F (5, 24) = 1.215,
p=0.307]. Figure 3.3 shows the means and standapodseor the Hit responses, with

mean RTs between 780 and 1050ms, with a sligh¢&sing tendency with longer lags.
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Figure 3.3: Mean reaction times for correct responses to taggietuli across all six lag lengths.

A second one-way repeated-measures ANOVA was daoiik to examine the reaction

time differences between the lags for incorrecpoeses to the target stimuli (Misses).
As with the Hits condition, no significant differees were found between the lags for
Misses [F (5, 24) = 2.28, p=0.215]. Figure 3.4 shdlae means and standard errors for

the six lag lengths for the Miss condition, showingan RTs ranging from 770ms for the
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lag 2 condition to 1010ms for the lag 8 conditiagain, showing a slight increase in RT

length with longer lags.
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Figure 3.4: Mean reaction times for incorrect responses to ¢éasgimuli across all six lag lengths.

Following this, a one-way repeated-measures ANO\&S applied to the data for correct
responses given by participants to distractor,adlt Words (Correct Rejections). The
results showed an effect for Lag Length [F (5, 28.626, p = 0.019]. Following this, a
number of Bonferroni-corrected paired-sample tstasere carried out on the data to
further investigate which lag lengths showed sigaift differences. The results showed
that lag O results were significantly quicker tHag 8 [t (24) = 3.381, p<0.05], lag 12 [t
(24) = 3.107, p<0.05] and lag 16[t (24) = 3.7100], and that participants were
significantly slower to react at lag 16 than at &a§f (24) = 5.284, p <0.01]. Figure 3.5

shows the means and standard errors for the lagthienin the Correct Rejection

71



condition, with RTs ranging from 760ms at Lag ®&Dms at lag 16, with a continuous

upward tendency with lag length.
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Figure 3.5: Mean reaction times for correct responses to detastimuli across all six lag lengths.

Finally, a one-way repeated measures ANOVA wadeathout on the data for incorrect
responses to distractor words (False Alarms). Aeceffor Lag was found to be present
in the False Alarm data [F (5, 24) = 6.73, p<0.@dnferroni-corrected paired-sample t-
tests were used to examine these data and finchwait lengths differed significantly
from each other. Lag O responses were found toidpafisantly faster than lag 12
responses [t (24) = 2.768, p<0.05] or lag 16 respsrjt (24) = 3.422, p<0.05]. Lag 2
responses were found to be significantly fasten thg 8 [t (24) = 5.326, p = 0.008], lag
12 [t (24) = 3.822, p<0.01] and lag 16 respons€24) = 4.179, p<0.05]. Finally, lag 4
responses were significantly faster than lag 1@aeses [t (24) = 5.234, p<0.01] and lag

16 responses [t (24) = 2.713, p<0.05]. Figure Bdrs the means and standard errors for

72



this data group, showing RTs from 730ms for lage8ponses to 1040ms for lag 12

responses, again showing generally longer RTshfidnger lag lengths.
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Figure 3.6: Mean reaction times for incorrect responses tordetbr stimuli across all six lag lengths.

In sum, the accuracy results showed generally higbeuracy for distractor words over
targets, with some significant differences founspezially at shorter lags, although a
high level of accuracy was shown across lags. €haetion time results show a general
trend for longer RTs at longer lag lengths, patéidy for the foil words, with

participants responding more quickly to both cdrregections and false alarms quicker

at the shorter lag lengths (0, 2 and 4) in comparts the longer lags (8, 12 and 16).
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3.2.3 Conclusions

The accuracy results of the data found in the ex@et do not agree with those found in
earlier experiments in the area (e.g. Jennings &kl 1997), with an increase in

accuracy found to be present in longer lags in soases. This may be due in part to the
high number of lags included, as with 6 lag lengthany words are repeated throughout
the test phase, perhaps allowing participants tmrne familiar to the design of the

experiment. This would cause lagged data to begrezed more easily, thereby creating
a situation where lagged stimuli increase in acuver unlagged, or first presentation,
stimuli. As it was the absence of the effect ofifamnty that caused Jennings and Jacoby
(1997) to create the task (as discussed in Chaptehe current design is flawed. The
RT results show a similar trend to those found joesly, with generally longer RTs for

the long lags over short or immediate lags. Thesgmee of these data led to the
conclusion that the lagged basis of the task itegl§ not at fault, allowing for the

creation of a task with fewer lags. As such, omgltag and one short lag were chosen
for experiment 2. A lag of 16 was used as the llmgg as any longer would create an
unwieldy test. For the short lag, a lag of 4 wasseim as being an intermediary between
lag O for controls and the long lag of 16. Thisategel a simpler, more streamlined task to

examine the effect of different intra-phase periodthe Opposition Task.
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3.3 Experiment 2

3.3.1 Method

3.3.1.1 Participants

The sample used for Experiment 2 consisted of 2ficgants, 5 male and 19 female
(Age=19-24, mean=20). Participants were random$gigmed to one of three
experimental conditions (n=8 per condition); ImnadiRecall, 1-hour Delayed Recall or
24-hour Delayed Recall. All participants had ndrimiacorrected-to-normal vision and
were self-reported free from serious memory prokleAs before, the CFQ (Broadbent et
al., 1982) measured the everyday memory lapsesadicipants to ensure they were
within accepted norms. Participants gave writtdarimed consent prior to taking part in
the study and were informed of their rights undierEreedom of Information Act (1997).
The experiment was conducted in accordance withChde of Ethics of the World
Medical Association (World Medical Association, #9@nd the Ethical Standards of the

APA (American Psychological Association, 2002).

3.3.1.2 Design

The study consisted of a 3x3 mixed-factorial desigth the Inter-Trial Interval length
and Lag Length being the factors. The between-gnarmable, Inter-Trial Interval (or
Group), was operationalised on 3 levels: no de&ybeen trials, one hour delay between
trials and 24-hour delay between trials. The wipiaup variable, Lag Length, was also
operationalised on three levels: lag 0, lag 4 agd16. These lags were chosen on the

basis of results from Experiment 1.
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3.3.1.3 Apparatus and Procedure

The Opposition Task used for this experiment waslar to that used in Experiment 1
and described in Chapter 2 (Methods), though withg3lengths rather than 6. The task
consisted of a single study and test-block withs@@ly words as well as 5 buffers for
primacy effects and 5 for recency effects. Eachhef 60 study words were presented
twice during the test phase, and were presente@ jpseudo-random order. Sixty
distractor words were also included in the tessphaith 2 repetitions of each, creating a
test battery of 240 words. Tlmmediate recalgroup were subjected to the testing phase
immediately on completion of the study phase. THeour delayed recalgroup were
given a 1-hour interval between the study block #&st block. The24-hour delayed
recall group were given a 24-hour interval between thelystand test blocks, returning

the following day.

3.3.1.4 Data Analysis

Both Accuracy and Reaction Time scores were andly&ecuracy was examined using
2 Mixed-factorial 3x3 ANOVAs; one for targets aretother for distractors, with Group
(Immediate, 1-hour and 24-hour) as the betweenestilvariable and Lag Length (0, 4,
and 16) as the within-subject variable. RTs werangred using 4 separate 3x3
ANOVAs, using the same variables. Hits, Missess&alarms and Correct Rejections
were subjected to separate analyses. As in Expetirhge CFQ scores were within

acceptable parameters for the group, with a me&®9 Gf7 (SEM= 7.04).
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3.3.2 Reaults

3.3.2.1 Accuracy

An initial mixed-factorial ANOVA was conducted toompare the scores of target

accuracy at lag 0, Lag 4 and Lag 16 across the threups. No significant main effect

for target accuracy at the different lag lengths ¥eaund [F (2, 42) =8.693, p>0.05], nor

was there a significant Group [F (2, 42) = 0.3980.05] or interaction effect between

Group and lag [F (2, 21) = 1.109, p>0.05]. Behaxadly, all groups scored means of

between 10 and 14 out of 20, with lag O responkewisg slightly higher accuracy than

the longer lags between lag 0 and lag 4. FiguresBoivs the mean accuracy for target

words.

Mean Accuracy for Target responses for all groups across all lags
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Figure 3.7: Mean accuracy for all groups for target words agdag lengths

77



A mixed-factorial ANOVA was also conducted to campthe distractor accuracy at lag
0, lag 4 and lag 16 for the three groups. For aistr responses, little difference in
accuracy was visible between the groups or the iagk all scores averaging 15-17 out
of 20. As with the target results, there was naoificant effect for distractor accuracy at
the different lag lengths found [F (2, 42) = 0.84630.05]. Again, there was no
significant group effect present [F (2, 42) = 0.263-0.05]. The interaction also yielded
no significant effects [F (2, 21) = 0.237, p>0.05gure 3.8 shows the mean accuracy for

distractor words.
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Figure 3.8: Mean accuracy for all groups for distractor wordgrass lag lengths.
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3.3.2.2 Reaction Times

A mixed-factorial ANOVA was then used to compare RTs for Hits. There was a
significant effect for the RTs of these target wordcorded as correct at the different lag
lengths [F (2, 42) = 6.379, p<0.05]. No significagrbup effect [F (4, 42) = 4.389,
p>0.05] or group*lag interaction effect [F (2, 22)1.056, p>0.05] was found for Hits.
Figure 3.9 shows the mean RTs for Hits. Bonferimmtected t-tests showed that RTs for
the Immediate group were slower for at lag 4 [t£79.012, p<0.05] and lag 16 [t (7) =
3.161, p<0.05] than for lag 0. This pattern waseted in the 1-hour Delay group, with
lag 0 RTs again significantly faster than lag 47 = 3.122, p<0.05] or lag 16 [t (7) =
4.428, p<0.05] responses. For the 24-hour Delaymragain lag 4 [t (7) = 6.004,
p<0.05] and lag 16 responses [t (7) = 7.342, p40v@dre found to be significantly

slower than at lag O.
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Figure 3.9: Mean reaction times for correct responses to tavgatds for all conditions across lag lengths.
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A mixed-factorial ANOVA was also used to compdre RTs for Misses at lag O,
lag 4 and lag 16. Figure 3.10 shows the mean R $fsses. There was a significant
effect for the reaction times for lag [F (2, 42)15.555, p<0.05]. No significant group
effect [F (4, 42) = 0.939, p>0.05] or interactioffeet [F (2, 21) = 1.36, p>0.05] was
found. Bonferroni-corrected t-tests reported toatiie Immediate group, lag O responses
were significantly faster than lag 4 [t (7) = 5.0pk0.05] and lag 16 responses [t (7) =
4.329, p<0.05]. For the 1-hour Delay group, lag &] = 8.612, p<0.05] and lag 16 [t (7)
= 4.63, p<0.05] responses were again found to peifsiantly slower than lag O
responses. Finally, lag O responses for the 24-Balay group were also found to be

significantly faster than those at lag 4 [t (7) #B, p<0.05] and lag 16 [t (7) = 7.034,
p<0.05].
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Figure 3.10: Mean reaction times for incorrect responses to éasgords for all groups across lag lengths.
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Again, a mixed-factorial ANOVA was used to comp@arect Rejections at the
three lag lengths. Figure 3.11 shows the mean B €érrect Rejections. There was a
significant effect at the different lag lengths (IF 42) = 42.349, p<0.05]. A significant
result for group [F (4, 42) = 8.995, p<0.05] wasoaleported. No interaction effect
between lag and group [F (2, 21) = 1.511, p>0.0&% weported. Bonferroni-corrected t-
tests found that lag O responses were significdadter than lag 4 [t (7) = 4.211, p<0.05]
and lag 16 responses [t (7) = 4.975, p<0.05] fer lihmediate group. For the 1-hour
Delay group, lag 0 responses were recorded asfisamtiy faster than those at lag 4 [t
(7) = 6.163, p<0.05] and lag 16 [t (7) = 5.204, ©&). Lag 0 responses for the 24-hour
Delay group were also found to be significantlytéaghan those at lag 4 [t (7) = 3.961,
p<0.05] or lag 16 [t (7) = 4.299, p<0.05]. Betweabe groups, at lag 4 the Immediate
group reacted significantly faster than the 24-haelay group [t (14) = 3.882, p<0.05].

No other differences were noted.
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Figure3.11: Mean RTs for correct responses to distractor wdodsll groups across lag lengths.
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Finally, False Alarm responses, i.e. incorrect oasgs to distractor words, were
examined using a mixed-factorial ANOVA. Figure 3.4Bows these results in graph
form. There was a significant effect found at tiféecent lag lengths [F (2, 26) = 13.382,
p<0.05]. No group [F (4, 26) = 0.442, p>0.05] otenaction effects [F (4, 26), p>0.05]
were found to be statistically significant. Bonterr-corrected t-tests were used to
examine the groups for differences. For the Imnted@goup, lag O responses were
reported as significantly faster than lag 4 [t£7$.618, p<0.05] and lag 16 responses [t
(7) = 6.367, p<0.05]. For the 1-hour Delay grougijrailar pattern was found, with lag O
responses significantly faster than those at I[ad#) = 4.139, p<0.05] and lag 16 [t (7) =
5.755, p<0.05]. Lag 4 [t (7) = 3.464, p<0.05] aad 16 [t (7) = 5.982, p<0.05] responses

for the 24-hour Delay group were also found tolbever than those at lag 0.

Reaction Times for False Alarm responses for all groups across all lags
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Figure 3.12: Mean RTs for incorrect responses to distractor vedt all groups across lag lengths.
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To summarise, the results showed no significaferéinces for target accuracy or
distractor accuracy at the different lag lengththimieach group or between the different
groups. There was a significantly shorter reactiore at lag 0 than lag 4 and lag 16 for
all 4 experimental conditions; Hits, Misses, CotrBejections and False Alarms. For

correct rejections, RTs were faster for the Immtedgaoup than the 24-hour delay group

at lag 4, but not at lag O or 16.
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3.4 Discussion

3.4.1 General Discussion

In the above two experiments we attempted to examimether changes in the number of
lags introduced during the test block or increadimg interval between study and test
blocks would have an effect on source memory rettalbugh the medium of an
opposition procedure. Experiment 1 examined thecetf adding further lag lengths to
the test block, compared to the single lag lengthduby Dywan and colleagues (1998,
2002) or the 4 lags used in the two experimentddnnings and Jacoby (1997). Given
the results showing a plateau in performance afelags found by Jennings and Jacoby
(1997), the longest lag used in the current studyg W6 intervening words. Six lag
lengths were used in Experiment 1; 0, 2, 4, 8,A® B. The experiment indicated that
the use of a larger number of lags and a longed Wst may have caused a disruption in
the established results for the task in previoygeaments, with no decreased accuracy
being found at any lag compared to lag 0, and ghslincrease in accuracy being
recorded for long lag lengths (8, 12, 16) compaeceghort lags (0, 2, 4). This may have
been due to increased familiarity with the procedof the study, allowing for an
artificial increase in accuracy across the lagdioiugi.

Experiment 2 examined the effect of longer intenlzetween the study and test
phases on accuracy and reaction times. Again, &or@-test list was utilised. In this
case, only lag 0, 4 and 16 were examined, as itdeagned unnecessary to use the 6
different lag lengths from Experiment 1 given thel of effects found therein. Instead,
we used three lag lengths, finding a middle grobetiveen the one lag of Dywan et al.

(1998, 2002) and the four lags of Jennings andhbja¢b997). The results showed
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similar trends for accuracy across all three timeditions, regardless of lag, suggesting
that the interval between study and test phasesdlitiasbearing on the accuracy of
recognition. Within groups there was no differefi@end between the accuracy results
for lag 0 and the longer lag conditions. While teéems to point towards the length of
interval between study and test phases having litipact on the results found, it also
seems to show a difference with the methodologgamparison to other opposition-
based experiments. Wolk et al. (2006) found deficitrecognition after a 24 hour delay
in a simple recognition task compared to an imntediasting, but this was not found in
the present work. The increase in RT length for ltreger lags in Experiment 2 did
mirror the findings from the earlier lag-based expents, such as that of Jennings and
Jacoby (1997).

Experiments 1 and 2 both used a 70-word studyrisire than the 60 used by
Jennings and Jacoby (1997), and containing sigmflg more trials than the 25-word
lists used by Dywan et al. (1997, 1998). As thgtlrof the study list was withheld from
participants, it may have caused the use of r@mieg in an attempt to memorise the
words. The length of the study list may have hadegative effect on the memory
capacity of participants, as the capacity for letaned information is generally accepted
to be 7 +/- 2 pieces of information, as evidencgdhe digit-span task (Miller, 1956).
This may have led to a floor effect in the Targenditions (Hits and Misses), where a
low score would be recorded regardless of lagss Thieflected in the data, in that there
are no significant differences between any of tlaeg&t condition lag lengths, and the
Target scores were found to be generally lower tharcorresponding Distractor scores.

As the Distractor words appear for the first timethe test phase, they may enforce a
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novelty effect, whereby participants know they haet seen the stimuli before, and are
therefore more likely to respond accurately to th&his phenomenon has been found in
studies of simple recognition (e.g. Izquierdo, 19&nother possibility is that the longer
length of the study list in comparison to otherdgs in the area and the monotonous
nature of the task due to its length may have deth¢reased activation of hippocampal
areas given the presentation of new words on-scteerefore affecting the consolidation
and retrieval of a distractor word (Izquierdo, Batr Medina & Izquierdp 2002).
However, without imaging or EEG data, it is diffitto examine if this was the case.

For Experiment 2, the use of only three lag lengtbmpared to the six from
Experiment 1 did not lead to an increase in acgquffac target or distractor words,
although it did lead to a trend towards lower aacwyrat lagged trials and significant RT
increases for lagged trials. The RTs reported ipdéxnent 1 showed a trend towards
longer RTs for longer lags, but not to the samemas Experiment 2, perhaps due to the
slightly simpler nature of the three-lag task immgarison to the six-lag design. The
target responses for the three conditions (Immedihthour delay and 24-hour delay)
show a general trend towards lower accuracy atdolags, although this is absent in the
distractor responses for the most part. A reasotthi® difference between these results
and those of the studies being compared to magebsrhall number of participants used,
decreasing the variance in the data and requiringreater effect size to achieve
significance. The use of a relatively homogenousma of university-level students
could also be a factor in the generally high scoegsrted regardless of lags length.

While neither experiment found accuracy data simtb that of the previous

research, the Reaction Time data showed a moréstemispattern. Experiment 1 showed
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a trend towards longer RTs at longer lags in afiditions, although only the Correct
Rejection and False Alarm conditions showed sigaift differences between the short
and long lags, particularly between lag 0 and 16g Tlhese findings led to the use of
these lags in Experiment 2, as well as lag 4 astnim lag. The results for RTs in
Experiment 2 showed very consistent and signifitiththanges dependent on lags, with
conditions showing longer RTs for lag 4 and 16 whempared to lag 0. As previously
stated, these results closely mirror the findingsmf the earlier opposition-based
paradigms, despite the changes made to the tasthdocurrent study. Bridson et al.
(2006) did not report the same magnitude of diffesin RT data based on responses to
lagged vs. unlagged stimuli as other studies inatle@, although the comparison may be
sufficiently different to that between lag 0 andahder lags to explain this anomalous

result.

3.4.2 Conclusions

These experiments elicited a number of interestasylts which encourage the
use of a standard version of the Opposition Taskhe remainder of the current thesis.
Firstly, the length of lag used seems to haveelitthpact on the accuracy of results, as
long as the stimuli are lagged. As such, furthgreexnents following Experiment 1 were
designed with 3 lags, lag 0 (immediate lag), laghbrt lag length) and lag 16 (long lag
length). While a further, longer lag may find mgn@nounced results due to the remote
nature of the second presentation in comparisahddirst, it would also create a longer
test phase, which could interfere with memory fbe tstudy list, and so was not

incorporated. Experiment 2 revealed that inter-phismservals showed no discernable
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impact on the recall accuracy levels, and as ssohsequent experiments could be
carried out using the immediate recall conditiolipveing for the creation of a simple
experiment for EEG recording, as seen in Chaptensdd6. Finally, the possible effect of
a long study list disrupting encoding was takem iatcount, resulting in the use of a
shorter list, composed of 40 words. The first aast five stimuli remain as primacy and
recency buffers in an attempt to create an eveallrlyel without primacy or recency
distortions occurring.

Given the results of Experiment 2, larger groupswill be incorporated into the
following studies to increase the chances of sicauiit differences being found between
lag lengths and conditions. These adaptations gb@séhe current results, have led to the
generation of a reliable and flexible example oé t@pposition Task for further
behavioural and electrophysiological examinatiorodighout this thesis. With this in
mind, Chapter 4 attempts to investigate the saadpnded electrical brain activity as well
as potential neural generators associated witrefeeution of the Opposition Task as
created, using EEG to create ERP waveforms, andapotating possible neural

generators from these through the use of dipoleceamodeling.

88



Chapter 4

The effects of lag on ERP amplitude and

Dipole Modelsin an Opposition Task
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Abstract

This chapter uses a modified Opposition Procechased on that developed by Jacoby
and colleagues (Jennings & Jacoby, 1997) and onrghkelts found in the previous
chapter. The task tests source memory capacitydwyinlg on repetition errors in a word
recall task in which novel words are presentedatguly at 3 differing lags (0, 4 and 16
trials), using a sample aged 18-28. The currenptelnaalso repeats previously studied
words. In this chapter we recorded 128-channel E&@ 22 normal healthy participants
while they executed the Opposition Task. The behaai results showed that accuracy
decreased significantly (p<0.05) for longer laglsicompared to lag O trials, with an
associated significant increase in reaction tinpe (05) for the longer lag conditions,
replicating previous results. A distinct patternERP componentry associated with the
task was observed, particularly a frontal P3 coreponvhich showed a greater positive
deflection for correctly identified target wordsdama parietal P3b component which
showed greater positivity for all correct over imeat responses. Dipole source analysis
showed more definite prefrontal cortex and parietala dipoles for correctly recalled
stimuli over incorrectly recalled stimuli, suggestithat these two areas are vital in

accurate recall of source.
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4.1 Introduction

Electrophysiological data from source memory stsidissing young adults show a
number of consistent results. Dywan, Segalowitz\&thster (1998) had a young control
group in their study involving one lag length amdirid that these participants showed
different ERP components for target words and adstrs (foils), with targets showing
higher positivity at frontal sites at ~400ms congohto distractors. Lagged distractors
were found to show similar results to new distregstalthough with slightly more parietal
positivity at ~500ms, but still less positive-temglithan unlagged targets. Dywan et al.
(2001) added to this by finding that young adulisvged higher frontal positivities in
response to target words over distractors. In ¢héurstudy, Dywan, Segalowitz and
Arsenault (2002) again compared target, laggedetaagd distractor words in young
adults, finding that target words elicited an edmbntal positivity absent in the foil words
or in lagged words.

A more recent study involving one variable lagg#én(from 7-9 words) was
carried out by Bridson et al. (2006) using a yoheglthy group. Their findings were that
both correct target responses (Hits) and laggesl $hibwed higher frontal positivity than
correct responses to distractor words (Correctd®ejes). This pattern was repeated at
parietal sites, though later in the epoch (~500isp, Misses, or incorrect responses to
targets, showed reduced late positivity over Hitsother recent study by Kim, Roh,
Yoo, Kang and Kwon (2009) examined speech-basedcsomemory using EEG
recording. Their results showed increased righntabscalp activity for correct target
responses compared to correct distractor respoasegell as greater right parietal scalp

activity later in the ERPs for correct targets.
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These EEG results point to an increase in frordavigy for correct responses to
targets (Hits) over correct responses to distrac(@orrect Rejections) and to lagged
Hits, as well as increased activity for correct rowecorrect responses in general,
including later parietal areas. However, studiesdéte have not examined whether
different lag lengths will create different ERPsheT addition of an intermediate lag
between the first and lagged stimuli could deteemfrthere is a stepped change in EEG
activity for differing lags. They also do not examithe effect of repeating a target at
lagged intervals. Both of these short-comings aerened in the current chapter.

In terms of neural generators, Kim et al. (2009ated a dipole model for the
results of their “Source Correct” condition duriag aural source task. They found that
despite the right-sided bias in their scalp reaays)j bilateral superior frontal dipoles
were created in the healthy young group. An fMRUdstby Dennis et al. (2008) using a
face-recognition based source task found areaseofrontal lobe and connections with
medial temporal lobe (MTL) were strong early in smurecalls. Gold et al. (2006) also
found that activations in temporal areas were bhke correct recall of source using
fMRI.

The previous chapter (Chapter 3) examined how-tngrand intra-trial changes
could modify performance on the Opposition Task aghngoung adults. The reaction
time (RT) data and the trends in accuracy in Expent B have led to the current
Opposition Task format, with three lag lengths geused. The lag of 0 is used as a
baseline condition. A lag of 16 was included asrayllag, intended to cause disruption in
retrieval in participants. To examine differences ERP between lagged stimuli at

different lengths, a short lag was also included, 4. Behaviourally, it is predicted that
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participants are significantly more likely to lalzetest-list word as studied if the word is
repeated following a lag of 4 or 16 intervening dsyras found in previous lag-based
Opposition procedures (e.g. Jennings & Jacoby, 1B§Wan, Segalowitz & Arsenault,
2002).

Therefore we hypothesise that accuracy will deereas lag length increases,
particularly between Lag O and the two longer laggths. It is also hypothesised that
reaction time will increase with increased lag Enaggain, particularly between Lag O
and the longer lag length conditions. We hypotleetiisit words correctly identified as
foils or targets will show increased positivity frarietal scalp regions while correctly
identified target words will also show increasedsipaity in frontal regions. Finally,
waveforms will be subjected to dipole source analysocedures in order to identify
cortical and sub-cortical generators of the scalgmtials. We hypothesise that correctly
recalled words may elicit a larger electrophysiaday response in medial temporal
regions while correctly recalled targets will alslicit a stronger electrophysiological
response in frontal regions, particularly the rigirefrontal area. All responses are
expected to show parietal activity, particularly later periods, as evidenced by the

parietal activity reported previously.
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4.2 Method

4.2.1 Participants

The participants for this study consisted of 22Ithgayoung adults (age range=18-28,
mean=23.4) who volunteered to take part in a strdynemory. Of these participants, 4
were removed for excessive EEG/EOG artefacts od heaements in there data and 1
for computer malfunction. Of the remaining 17 papants, 9 were female and 15 were
right-handed. English was the primary languagdlgiaticipants, all reported normal or

corrected-to-normal vision. All participants wergtially asked to complete a Cognitive
Failures Questionnaire as a gross index of memongtion (Broadbent, Cooper &

Fitzgerald, 1982; See Chapter 2). The experimentocmed to the 1964 Declaration of
Helsinki and was approved by the local ethics cottemi Participants gave written

informed consent prior to taking part in the stadyl were informed of their rights under
the Freedom of Information act. The experiment w@sducted in accordance with the

Code of Ethics of the World Medical Association dhd ethical standards of the APA.

4.2.2 Design

The study consisted of a repeated-measures degitinl.ag Length as the variable. Lag
Length was operationalised on three levels: ldg@®4 and lag 16. Both the behavioural
and the electrophysiological results were examimgdg this same design. Results from

the ANOVAs were further examined using Bonferrodjusted t-tests.
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4.2.3 Apparatus

The task used for the study was a version the Oppod ask developed by Jennings and
Jacoby (1997). Alterations were created based emesults found so far in this work, as
discussed in Chapter 2 and Chapter 3. As suchasikeconsisted of 6 separate study and
test phases using one of two study lists of 40 wdod each of the 6 phases. Each study
list included 5 buffers for primacy and recencyeets, drawn from the Toronto Noun
Pool (Kucera & Francis, 1982), which were not includadthe test list. The 30 words
from the study list (targets) and an equivalent bernof distractor, or “foil” words, were
presented twice each during the test phases aéxperiment, leading to 128-word test
lists, with the 8 being filler words needed in arde include the full amount of lagged
words. The high number of presentations was useedace signal-to-noise ratio and

thereby yield more artefact-free ERP waveformsjradscussed in Chapter 2.

4.2.4 EEG recording and analysis

The EEG set-up for this chapter is described inp&ha2 (Methods). For this experiment,
stimulus-locked ERPs were obtained by averaginggB6& using stimulus presentation
as the trigger, and continuing for an epoch of M@®@ost-stimulus, with a 100ms pre-
stimulus baseline. Participant EEG was used toteréad separate conditional ERPSs,
based on the 12 possible combinations of stimui i@sponses (target stimulus at lag 0,
4 or 16 with a correct response, target stimulusagtO, 4 or 16 with an incorrect

response, distractor stimulus at lag 0, 4 orl6 watlcorrect response and distractor
stimulus at lag 0, 4 or 16 with an incorrect reggn Table 4.1 shows the minimum,

maximum and mean number of trials used to createifferent conditional ERPs.
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Table 4.1: Number of valid epochs used for the ERPs analysisach condition, showing minimum,

maximum and mean epochs.

Min M ax Mean
Correct Target 34 48 41
Incorrect Target 12 26 19
Correct Distractor 41 46 44
Incorrect Distractor 14 19 16

An overall grand-mean waveform was generated foh edectrode by collapsing
across each group and condition. This allowed dkenty of the components of interest
to be identified through a simple visual inspectidnposterior P2 component occurred
from 80-166ms, peaking at 124ms. A posterior N2 poment measured from 166-
230ms, peaking at 200ms. A frontal P3 measured 806+600ms, peaking at 480ms.
Finally, a posterior P3 (P3b) measured from 450r1§0vith a peak at 520ms. Using this
form of grand-mean analysis in order to identiynpmnent latencies has the advantage
of reducing the number of analyses undertaken.

These four components were compared across camglitw differences in mean
amplitude. For the prefrontal region, the FP2 etelt was chosen for statistical analysis
as it represented the peak amplitudes in the dredavest. The parietal electrode used
was in the P3 position, chosen for the same redath. were compared to the reference
electrode. For these analyses, a repeated-mealN@O¥A was used, comparing lag
length (0, 4, and 16), accuracy (correct, incojraod stimulus type (target, distractor)
using mean amplitude as the dependent variable.gflups of paired t-tests were

subjected to Bonferroni correction prior to repagti
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4.3 Results

4.3.1 Behavioural Analysis

4.3.1.1 CFQ

The participants were examined for their everydaynory lapses by use of the CFQ,
which reported a mean score of 33.6 (SEM= 8.1#)enexperimental group, allowing

them to be considered as having within the noravadje of cognitive failures.

4.3.1.2 Accuracy

Overall accuracy was high across lag conditions$ yiarticipants generally scoring a
minimum of 7 out of 10 in every condition. Figurd 4hows the mean and standard error
for accuracy in each of these conditions. A repkateasures ANOVA was carried out
on the accuracy data in order to test for stai8gynificance. A main effect of stimulus
type (target vs. distractor) was found [F (1, 21)1=097, p<0.05] as well as a main effect
for lag (O vs. 4 vs. 16) [F (2, 44) = 51.69, p<Q.@onferroni corrected t-tests showed
that participants were significantly more accuraterecognising target words at lag 0
than at lag 4 [t (21) = 6.544, p<0.05]. Particigawere also significantly more accurate
at recognising target words at lag 0 than at lagt181) = 6.942, p<0.01]. In terms of
distractor stimuli, accuracy was significantly hegtfor distractor words at lag O than at
lag 4 [t (21) = 4.506, p<0.01] and more accurateeabgnising distractor words at lag 0

than at lag 16 [t (21) = 2.665, p<0.05].
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Figure4.1: Graph of mean accuracy of responses by particgpnboth target and distractor stimuli

4.3.1.3 Reaction Times

Figure 4.2 shows the means and standard errothddRTs to correct responses. Figure
4.3 shows the means and standard errors for irctagsponse RTs. A repeated-measures
ANOVA revealed a main effect of lag length [F (12)2= 64.496, p=0.0001]. A
stimulus*accuracy interaction effect was also fouird (1, 22) = 6.262, p<0.05].
Bonferroni multiple comparisons on correct respsrsetarget stimuli showed that RTs
were significantly longer for the lag 4 [t (22) ¥0-042, p<0.01] and the lag 16 conditions
over the lag O condition [t (22) = -9.171, p<0.0Hor correct responses to distractors,
RTs were significantly longer for the lag 4 [t (22)-8.682, p<0.01] and the lag 16

conditions over the lag 0 condition [t (22) = -868<0.01].
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Figure 4.2: Mean reaction times achieved by participants forrect responses to targets (Hits) and to

distractors (Correct Rejections)

For incorrect responses to target stimuli, RTs veggaificantly longer for the lag
4 condition over the lag 0 condition [t (22) = 88 p<0.05] and for the lag 16 condition
over the lag 0 condition [t (22) = -7.804, p<0.0The same pattern was evident for
incorrect responses to distractors, with signifisatonger RTs for lag 4 over lag O [t
(22) = -5.844, p<0.01] and for lag 16 over lag O(42) = -8.242, p<0.01]. Correct
responses to target trials in the lag 16 condivene also found to be significantly faster

than incorrect responses in the same conditid22[t £ -3.390, p<0.05].
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Figure 4.3: Mean reaction times achieved by participants fawirect responses to targets (Misses) and

to distractors (False Alarms)

4.3.2 ERP Analysis

Separate 3x4 (lag x condition) repeated-measure®\AM& were carried out for the 4
identified components for mean amplitude data &h bd°2 and P3 scalp electrode sites
to examine the data for statistically significaiffedences. The P2 component data at the
parietal scalp electrode showed no significant nedfacts for Lag [F (2, 32) = 0.813,
p>0.05] or Condition [F (2, 32) = 0.487, p>0.05,well as no condition*lag interaction
effect [F (2, 32) = 0.765, p>0.05]. The N2 companainthe same site showed neither a

main effect for lag [F (2, 32) = 0.611, p>0.05]amndition [F (2, 32) = 0.982, p>0.05], or
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an interaction between the variables [F (2, 32)311p>0.05]. This clear pattern of non-
significant differences led to no further analysishese components.

Figure 4.4 shows the comparison between the fouditons at the three lag
lengths at the FP2 frontal area scalp electrodeyisty the P3 component which exhibits
greater positivity in the lag 4 and 16 conditioneiothe lag O condition to some degree in
all four conditions, particularly evident for thatgland False alarms condition; those in
which the participant assumes the stimulus isgetailhe ANOVA showed a main effect
for condition [F (3, 48) = 3.215, p<0.05]. A lag'udition interaction effect was also
present [F (6, 96) = 3.886, p<0.05]. The resultdamferroni corrected t-tests showed a
number of significant results. Mean amplitudes wagnificantly higher for Hits at lag 4
[t (16) = 3.134, p<0.05] and at lag 16 [t (16) 23, p<0.05] than at lag 0, for Misses at
lag 16 than at lag O [t (16) = 2.439, p<0.05] aodHAalse Alarms at both lag 4 [t (16) =
2.41, p<0.05] and lag 16 [t (16) = 2.807, p<0.0&inpared to lag O trials. The Correct
Rejections did not show significant differencesr, dil any lag 4 vs. lag 16 comparisons
in the other conditions.

Between the conditions, at lag 0 the Correct Rejpatondition showed higher
mean amplitude than the Hits condition [t (16) £65, p<0.05], but no other significant
differences were found. At lag 4, Hits were founde more positive going than Misses
[t (16) = 2.028, p<0.05], as were False Alarms16)(= 2.731, p<0.05]. No other
differences were noted. Finally, for lag 16 trialstween conditions, Hits were found to
be more positive going than misses [t (16) = 2.93®.05], as were Correct Rejections [t

(16) = 2.421, p<0.05] and False Alarms [t (16) 354, p<0.05].
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Figure 4.4: ERPs for Hits, Misses, Correct Rejections and FaAlsems at the three lag lengths at the
frontal scalp FP2 site showing the majorP3 companeme examined. Scalp topographies represent lag

16 at 450ms for each condition.

Figure 4.5 compares the four conditions at theetitag lengths at the P3 parietal
scalp electrode, showing the P3b component whigmseto have a strong negative
deflection evident at lag O in all conditions thatnot evident in the lagged stimuli,
although it is not as evident in the False Alarmdition as the three other conditions.
The ANOVA found a main effect for lag [F (2, 32}4=77, p<0.01] and for condition [F
(3, 48) = 5.005, p<0.05]. A lag*condition interawtieffect was also recorded [F (6, 96) =
4.519, p<0.05]. This again allowed for further exaation through Bonferroni-corrected
paired-sample t-tests. Within the conditions, a bhemof differences were found. For

Hits, both lag 4 [t (16) = 2.119, p<0.05] and la@[L(16) = 2.753, p<0.05] components
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were more positive tending than those at lag 0.rsses, only lag 16 [t (16) = 2.103,
p<0.05] showed a difference following Bonferronirmxtions. Correct Rejections
showed increased positivity compared to lag O ithbag 4 [t (16) = 3.095, p<0.05] and
lag 16[t (16) = 2.854, p<0.05] ERPs for the dumatai the component. No significant
differences were found between the False Alarnctaglitions.

Between the four conditions, further significarffetences were reported. At lag
0, False Alarms were more positive tending tharh bdits [t (16) = 2.801, p<0.05] and
Correct Rejections [t (16) = 2.322, p<0.05], thoungih Misses. No significant differences

were recorded between the conditions at lag 4gptéa
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Figure 4.5: ERPs for Hits, Misses, Correct Rejections and FaAlsems at the three lag lengths at the

parietal scalp P3 site showing the majorP3b compbiebe examined. Scalp topographies illustrate la

16 at 600ms for each condition.
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Overall, this pattern of results shows that at Hatintal and parietal sites there
was an increase in activity for lagged data ovdagged, and that lag 4 and lag 16 data
showed similarities across scalp area and condittoalso shows, at frontal sites, that
Hits and False Alarms were more positive-going tivisses at both lags, while the
parietal data showed few differences between comdit apart from at lag 0, where False

Alarms exhibited a more positive deflection thamsHir Correct Rejections.
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4.3.3 Dipole Analysis

From the amplitude scalp maps shown in Figure 4.8 iapparent that the scalp
distributions visibly differed across the four trigpes at lag 16, as seen at 400ms post-
stimulus. There was frontal positive-tending adtaa found at this point for Correct
Rejections, Misses and False Alarms, but this vess1 40 a greater degree in the Hit
condition. A general pattern of right prefrontal damight parietal/occipital scalp
topography was found across conditions, with ohly Hits condition showing greater
frontal scalp positivity, and both Hits and Miss®wing more left-sided parietal scalp
positivity compared to the distractor conditionisTis consistent with the ERP data,
which showed greater positivity for Hits at frontadd parietal areas. The Hits condition
showed a greater positivity at lag 16 compareagod at the FP2 electrode, starting from
300ms post-stimulus and continuing. To examine diflerence in more depth, a dipole
analysis was carried out on these conditions, fB&f-400ms post stimulus. The False
Alarms condition showed a large parietal scalp drarence between Lag O and Lag 16
from 400-700ms with Lag O showing significantly grer negativity in the area, and as
such was included in the dipole analysis, in trasecfrom 550-600ms post-stimulus.
These analyses examine the cortical areas linketthese discrepancies between lag-
lengths for Hits, where participants correctly ased they were responding to a target
word, and for False Alarms, where participants irectly assumed they were responding

to target words.
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Figure 4.8: Grand Mean scalp amplitudes for (a) Correct Rejatsi, (b) Hits, (c) False Alarms and (d)

Misses at 400ms post-stimulus at Lag 16.

In order to examine the neural generators of thealpsecorded
electrophysiological data, the Hits condition frtime experiment was subjected to dipole
source analysis for both Lag O (Residual Variafité][= 8.912%) and Lag 16 conditions
(RV = 6.024%). Figure 4.9 shows a 4-dipole solutamplied to the grand averages for

Hits at Lag O and Lag 16 for the 350-400 timeframe.
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Figure 4.9: Dipole locations at 350-400 ms for Hits at lag @) and lag 16 (Bottom).

Talairach Daemon software (Lancaster, Summerliméla Freitas, & Fox, 1997)
was used to find the anatomical locus of each digound by the models. The lag 0
condition was shown to have dipoles approximateh® right fusiform gyrus in the
occipital lobe (red, Brodmann’'s Area [BA] 19), lidaal inferior parietal lobules (pink

and green, BA 40) and the left middle frontal gyfolsie, BA 10). The Lag 16 condition



showed a dipole in the region of the right parabgagmpal gyrus (red, BA 30), bilateral
right middle frontal gyri (blue and green, BA 10)dathe left middle temporal gyrus
(pink, BA 39).

Figure 4.10 shows a 4-dipole solution applied te grand averages for False
Alarms for the 550-600ms timeframe in both lag ¥ (R5.215%) and lag 16 conditions
(RV = 7.33%). Again, Talairach software was usedit@ the anatomical location of the
dipoles found by the solution. The lag O conditieas found to have dipoles located near
the left precuneus in the parietal lobe (red, BA right occipital lingual gyrus (blue,
BA 18), the left insula (green, BA 13) and the tighiddle frontal gyrus (pink, BAS8).
The lag 16 condition showed a different patterdipbles, with sources close to the right
parahippocampal gyrus (blue, BA 30), bilateral las(ted and green, BA 13) and the
right occipital lingual gyrus (pink, BA 18).

These models show a number of interesting redBdith lag 16 conditions (Hits
at 350-400ms; False Alarms at 550-600ms) showed dtlvity that was absent in the
corresponding lag O conditions. The early Hits nteddow a difference between lag 0
and lag 16, with lag 0 having two parietal dipoke$rontal dipole and an occipital dipole,
while the lag 16 condition shows two frontal andttemporal dipoles. The later False
Alarm models also show some differences, with thg 0 condition having parietal,
frontal and occipital dipoles as well as one lodatear the insula, between the temporal
and parietal lobes. The lag 16 model shows bilagsi@vations near the insula, as well as

a MTL dipole and an occipital dipole.
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Figure 4.10: Dipole Solution for False Alarm responses at Lagn@ Lag 16 at the 550-600ms epoch



4.4 Discussion

The purpose of this study was to utilise high-dgnSRPs to create a realistic model of
the brain regions involved in source memory recalhd also to identify ERP
componentry at specific scalp sites linked to d@/neffects and source memory
retrieval. Behaviourally, it was expected that jggraints would give more accurate and
faster responses to the lag O condition words thase at lag 4 or lag 16. The data
supported these assumptions, showing significalotiyer scores and longer reaction
times for the lag 4 and 16 conditions over thedampnditions. No significant differences
were found between the two longer lag conditiortee Behavioural data are in line with
those found in other studies in the area, includiegnings and Jacoby (1997), in that it
was more difficult for participants to correctlycedl the context in which words were
learned when a longer lag length was introducee. ihbreased reaction times mirrored
the increased difficulty in recall involved withetthonger lags.

Electrophysiologically, it was hypothesised thader lag lengths will induce
greater positivity in frontal and parietal areagwohag O condition. For the frontal area P3
component this assumption was found to occur dt laaf lengths, with Hits, Misses and
False Alarms all showing higher mean amplitudes légged stimuli over the lag 0
stimuli. Lagged Hits also had significantly gregpesitivity than lag O Hits at the parietal
P3 electrode for the P3b component, as did MissdsGorrect Rejections. The False
Alarm data did not show comparable differencesy@nlag O were there inter-condition
differences found at the parietal site.

Wilding, Doyle and Rugg (1995) and more recentlye¥# and Daum (2006)

found that greater frontal positivity occurs whetems are correctly recalled in
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comparison to incorrect recollection. Wilding andigg (1996) used an Old/New
paradigm to examine this, and found that greatesitipgdy occurs for correctly
recognized words in a word recognition source tadboth frontal and parietal sites. The
frontal sites in that study showed greater pogsjtifor correctly recalled Hits only above
other responses, while the parietal sites showedeased positivity for all correct
responses over related incorrect responses. Thistglaeffect was replicated in the
current study, which has many similarities to thd/reew paradigm, in that both correctly
recalled Hits and distractors showed greater pasjpiarietal deflections than those that
were incorrectly recalled. However, no significaifferences were found at the frontal
site between those Hits and Distractors that weresctly recalled and those that were
incorrectly recalled or forgotten. However, the @t differences in the tasks used
(Auditory Memory Exclusion Task vs. visual Oppawiti Task) could be the cause of
these frontal dissimilarities in elicited wavefornihe lack of differences between Hits
and Correct Rejections in parietal areas is ineagent with results obtained by Dywan,
Segalowitz and Arsenault (2002), who carried owirailar task with young and old
adults using one lag length difference reportirg thetween 400 and 800ms there were
no significant differences between any correctoasps.

Between lags, the data showed a general trendj@f &nd 16 ERPs being similar.
The differences between the lag 0 ERPs and thethgRPs were generally greater than
those between the lagged ERPs, perhaps pointintpetopossibility that any lag is
sufficient to cause an electrophysiological charuge the scalp. This mirrors the
behavioural data, which showed few differences betwthe results for lag 4 and lag 16.

The pattern of results evident in the current stuwdlyen compared to previous similar
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work, suggests that the parietal area is involweshore general memory processes, while
the frontal area aids recognition of the sourcthefdata.

Little experimental data exists for source memstydies using functional or
structural brain imaging. However, Swick, Senkfoda/an Petten (2006) conducted an
fMRI-based source memory study using a young agholip, a healthy old adult group
and a group of patients with frontal area lesiditeir results showed a marked decrease
in accuracy across all source judgment calls inpgent group in comparison to the
healthy adult control group, as well as a lag te feontal positivity, particularly in the
left PFC in comparison to older adults. They codellithat older adults can use left PFC
function to compensate for source-memory deficihilev this compensation is not
available to frontal lesion patients. The prevaéeatfrontal dipoles for correct responses
in the young adults in the current study may be manable to the loss of source memory
capacity in those with PFC lesions, especiallytferlagged stimuli, which showed more
frontal dipoles and scalp activity than the lagdhdition. Guo, Duan, Li and Paller
(2006) used ERPs and sLORETA (Standardized Low IR&so Electromagnetic
Tomography) to study source encoding and retriesalj again equated prefrontal
activity with correctly recalled items, as well same posterior frontal activity, as found
in the current study. These results support theentifindings. Unfortunately, data for
incorrect responses were not recorded in the Gwb. study, so a comparison of error
waveforms and dipole placement is impossible.

The prevalence of dipoles in frontal areas forltimger lag for Hits is matched by
the finding of parahippocampal dipoles in both kdjgonditions compared to the control

lag O condition. As discussed previously (See Ghap}, the hippocampal formation is



seen as central to memory processes by many tteiorithe area (e.g. Squire & Alvarez,
1995; Nadel & Moscovitch, 1997). The absence of¢hdipoles at lag 0, and their
presence at lag 16 in both conditions, seems katlie area to source memory processes,
as other dipoles (insula, occipital dipoles) weoasistent between the conditions. The
dipole models generated here show a pattern of nrorgal and medial temporal
activations for longer lag lengths in both Hits aRdlse Alarm conditions. This is
consistent with the scalp electrophysiology, with tater parietal area activity seemingly
having a neural generator in the area surroundhiagrnsula and parahippocampus.

The results here bear further scrutiny, as theintpto a pattern of ERP
componentry and underlying neural generators thatrfot been previously examined in
terms of older adults. The next chapter will exasrtime behavioural differences between
young and old adults when attempting the Opposifiask created, as well as examining
a middle-aged group, which has thus far been neglda the literature. This will allow
us to investigate whether source memory abilityeleses over time from youth, through
middle age, to old age, or whether no differenaaziobetween any groups. Following
that chapter, an electrophysiological examinatibthe age groups will be carried out,

dependant on the results found in Chapter 5.
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Chapter 5

Evidencefor late onset of age-related

deficitsin Source Memory
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Abstract

The previous chapters have examined young pantitspand found some evidence for
source memory difficulties stemming from the Opposi procedure. This chapter uses
three groups of participants to examine changeasuimce memory capacity over the life-
span. The three groups used were: Young (20-30Mtisldle Aged (40-50yrs) and Old
(60-70yrs). The task used was a modified versionJainings and Jacoby's (1997)
Opposition Task, using three lag lengths duringtése phase; Lag 0 (Immediate), Lag 4
and Lag 16, as seen in Chapter 3. The results shawember of interesting features. In
terms of accuracy, the Young and Middle groups extaat similar levels, with both
showing decreases at Lag 4 and 16 in comparistadd. The Old group did not show
this pattern, but were uniformly lower in accuraxyoss the three Lag lengths compared
to both the Young and Middle aged groups. In teomeaction times (RTs), the Young
and Middle groups again showed broadly similar ltsswith RT increasing with lag
length generally. The Older group showed slower &i&s both other groups in general,
as well as an increase in RT for Lag 4 and 16stirmcomparison to the immediate Lag O
trials. These results suggest that source memoalifyalkbmains stable through young and

middle ages but suffers a marked decrease withnadvg age.
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5.1 Introduction

The last chapter showed strong behavioural effastswell as electrophysiological
differences, giving an indication that the laggesign of the Opposition Task creates
difficulty in source memory recall, even among aalttey younger group. Those
behavioural results form the basis of the hypothesihis chapter; that older adults will
perform more poorly in terms of both accuracy ssa@ed reaction times than a younger
group when presented with the Opposition task.

Older adults have demonstrated source deficitssaceo number of contexts,
including that of similarity (Henkel, Johnson & Deonardis, 1998) and temporal order
(Fabiani & Friedman, 1996). Henkel et al. (1998urfd that older adults are more
influenced by similar items when judging the souoéea memory than younger adults,
and the features of their memories, whether atebicorrectly or incorrectly, show a
greater overlap than a younger group, perhapsrgadiconfusion of source. Fabiani and
Friedman (1995) studied young and old participantan experiment in which trials
testing memory for temporal order (Recency memany)l recognition memory were
randomly presented with study trials in a sequembey found that for pictorial stimuli,
older adults performed at a higher level for recogm compared to for source
judgements. What has yet to be studied in-deptheisature in which this apparent loss
of source memory capacity occurs. Is it a steadyirtee from young to old adulthood or
is there a drop in recall ability among older aslldven compared to a middle aged
group? To study this, such a group is includedhéedurrent chapter.

While studies involving cognitive deficits amongdale-aged participants are

relatively rare, Park, Smith, Lautenschlager, Earlerieske, Zwahr and Gaines (1996)
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completed a lifespan study of 300 participants dgeweh 20-90, divided into decades of
age, resulting in 40-54 participants for each decéabart from the oldest, which
contained 23 participants). The study involved adstéring a total of 20 tests, ranging
from tests for speed of response, to working memepisodic memory and object
recognition tasks. The experimenters found thakimgrmemory, cued recall, free recall
and spatial memory had significant negative liretationships with age, and that speed
had a very strongly significant relationship witlyea particularly due to a more
pronounced decrease in performance in very latéhemhd. These data suggest that some
types of memory, at least, deteriorate acrossiteepbn. The study, however, did not
measure source memory performance.

While a number of Old/New and Opposition paradigh@s/e been used to
examine the source memory differences apparentegiwounger and older participants,
relatively few have examined the process by whigh tleficit occurs. It has yet to be
conclusively found if a gradual decline over theirse of a lifetime beginning in young
adulthood occurs in source memory, or if the phesrmon is only associated with older
populations. In an attempt to answer this questi@again make use of the Opposition
Task, and incorporate the alterations mentionetlearMethods (Chapter 2) and Chapter 3
of the current thesis. To test the possibility ofice memory ability declining over a
lifetime, three sample groups were used, a growad digpm 20-30 years of age, another
from 40-50 and a third from 60-70. Results fromsthegroups can be compared to
conclude whether the middle-aged group has a sipagiiern of responses to the younger
group, showing that source memory deficit is adargroblem for older participants.

Results from the middle group, if significantly lewthan the younger group, would



show that source memory decline is a life-long peol) starting from an earlier age than
was previously thought. The hypotheses are thairacg in the Opposition Task used
will be significantly lower among the older samptempared to the younger and middle-
aged samples, while young and middle-aged samplésaghieve similar scores,

showing source memory deficits to be linked witt age.
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5.2 Method

5.2.1 Participants

The sample for the experiment consisted of 36 @pénts recruited in amd-hoc
manner, divided into three separate groups by ageger Group 1 consisted of 12
participants (6 female, 11 right-handed) aged betw20 and 30 years (range=20-28,
mean=23.8, SD=2.4). Seven participants were cuyrémt™ level education and 5 had
completed a 8 level course. Group 2 consisted of 12 participdftsemale, 9 right-
handed) aged between 40 and 50 years (range=4hd&n=45.6, SD=3.8). For this
group, 8 had completed®devel education, while 4 had complete Rvel education.
Group 3 consisted of 12 participants (5 femalerigit-handed) aged between 60 and 70
years (range=60-67, mean=64.4, SD=2.7). This gioajuded 2 participants with"™4
level education, 7 that had completétil8vel education and 3 with'®2level education.
All participants had normal or corrected-to-normaion, and were self-reported free
from psychiatric or serious memory problems. A Q& completed by each participant
to examine their everyday memory lapses. The exy@i conformed to the 1964
Declaration of Helsinki and was approved by the NMHAynooth ethical committee.
Participants gave written informed consent priortaking part in the study and were
informed of their rights under the Freedom of Infation act (1997). The experiment
was conducted in accordance with the Code of Etbfitcke World Medical Association

and the ethical standards of the APA.



5.2.2 Design

The study consisted of a 3x3 mixed-factorial expental design, with Age Group and
Lag Length being the factors. Age Group was opamatised on 3 levels: young (20-30
years), middle (40-50 years) and old (60-70 yedray) Length was operationalised on
three levels: Lag 0, lag 4 and lag 16. Furtherymmalwas carried out with regards to
failures in everyday memory, using scores achiewedthe Cognitive Failures

Questionnaire (CFQ; Broadbent, Cooper & Fitzgerafi§2) as the factor.

5.2.3 Apparatus

The task used for the study was based on the Qupodiask, with variations and

procedural changes as laid out in Chapter 2 (Methaehd Chapter 3. The task was
created using the E-Prime experimental presentggiogram and consisted of a study
block of 40 words. Ten of these words were notgmesd in the test phase; the first 5
were removed to prevent primacy effects, the lastrboved to prevent recency effects.
This led to a test list of 128 words; 60 test wo3 distractor words and 8 filler words.
The filler words were used to allow for the pres¢ion of the different lag lengths

smoothly. Scores for filler words were not includedhe analysis.

5.2.4 Procedure and Data Analysis

Participants were first asked to sign an informedsent sheet in order to show that they
consented to be part of the study, and then to mghe CFQ in order to examine the
extent of their everyday memory problems. They wlen asked to sit in front of the

computer monitor, approx. 100cm from the screeth Wieir hands on the keyboard in
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front of them. Participants were requested to sthdyfirst block of stimuli, consisting of
40 words, and were told that they were to rementibbese words for a following test
block. Preceding the 128-word test block, anothetr f instructions was provided.
Participants were told that if a word from the studdock was presented during the test
block, the “S” key on the keyboard should be préasging the left index finger. If the
presented word was new, (i.e. not shown on theydilatk) the “N” key on the keyboard
should be pressed using the right index finger. §dssion consisted of 6 runs of the task,
using separate study and test lists presented-taradomly. Following the presentation
of the 6 study and test blocks, participants weily fdebriefed and informed that all
results would be analysed in an anonymous capagityreported as grouped means.
Performance accuracy and reaction times were leothraed during the test phase
of the experiment. A correct response occurred wherparticipant pressed “S” when a
word from the study list (target) was presented anessed “N” when a new word
(distractor) was presented. Reaction times weresuted as the interval between
presentation of the stimulus and the response avé wecorded for both correct and
incorrect trials. These responses and RTs wereestdoj to mixed factorial ANOVAS
(Group [3 levels], Lag [3 levels]) as well as topamte Bonferroni-corrected paired
sample t-tests in order to examine the statistgighificance of the within-group
differences. Finally, an analysis on the differenbetween first and second presentations
of the study-list words was completed using indeleerh and paired-sample t-tests, in
order to examine any effects of the repetitionghaf stimuli in the data. Hits were

defined as a correct response to a target stimMisses were defined as an incorrect
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response to target stimuli. Correct Rejections varfned as those cotrrect responses to

foil words, while False Alarms were defined as imeot responses to foil words.



5.3 Results

5.3.1 CFQ

The results from the CFQ showed no significanteti@hces between the age groups [F
(2, 33) = 5.19, p = 0.14], with all participantsosag within the normal range for the
guestionnaire, and all groups scoring along a amspectrum of results. This would

seem to show a good level of general memory alahtpng the groups.

5.3.2 Accuracy

The Young and Middle aged groups showed similanlteson completion of the task,
with high accuracy scores across lag conditiong Ol group showed lower accuracy
scores across conditions. The Young and Middle ggsalnowed higher accuracy for Lag
0 trials than Lag 4 or Lag 16 trials. However, @kl group did not. Figure 5.1 shows
accuracy for target words, or Hits, while Figurg Shows accuracy for distractor words,
or Correct Rejections. Two separate Group*Lag ANGMRere completed in order to
examine the main conditions: Accuracy of Targepoeses, or number of Hits, and

accuracy of Distractor responses, or number oféebiRejections.
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Accuracy of Target Word Responses
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Figure 5.1: Mean number of correct responses to Target StiacHieved by the three groups over the

three Lag Lengths.

In terms of within-group differences for Hits, am effect for lag was found [F
(2, 33) = 9.548, p<0.01)] and for group [F (2, 33)11.31, p<0.01] as well as an
interaction effect for lag*group [F (4, 66) = 4.74%0.01)]. Bonferroni corrected t-tests
were used to further analyse these differencesigugaired-sample t-tests for within-
group differences. For the Young group, lag O amcyrfor targets was significantly
higher than both lag 4 [t (11) = 4.919, p<0.01] 4agl 16 accuracy [t (11) = 5.665, p=
0<0.01]. The Middle group also showed significaiffedences for target word accuracy
between lag 0 and lag 4 trials [t (11) = 3.840,.0&0Q as well as a difference between lag
0 and lag 16 trials [t (11) = 2.494, p<0.05]. Lagrtl lag 16 trials showed no differences.
The data from the Old group were analysed for withibject effects. No statistically

significant results were found between any of dgeléngths within this group.
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Between young and old groups, a number of sigmfiadesults were found. For
target words at lag 0, the Young group had sigaiitty higher accuracy than the Old
group [t (22) = 5.343, p<0.01], as did the Middleup [t (22) = 1.693, p<0.01]. A
significant difference in the same direction wasno for target words at lag 4 for both
Young [t (22) = 2.594, p<0.05] and Middle groupgdR) = 4.82, p<0.01] compared to
the Old group. At lag 16 accuracy for target woatto showed a significant difference
between both Young and Old groups [t (22) = 2.4%8.05] and Middle and Old groups

[t (22) = 3.167, p<0.01].

Accuracy of Distractor Word Responses
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Figure5.2: Mean number of correct responses to Distractam8li achieved by the three groups over the

three Lag Lengths.

For distractor word accuracy, a main effect for s found [F (2, 33) = 2.796,
p<0.05]. Between-group analysis also showed a refi@ct for group type [F (2, 33) =

14.186, p<0.01]. A lag*group interaction was alsparted [F (4, 66) = 4.153, p<0.05].
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Lag O trials showed significantly higher accuracgres than lag 4 trials [t (11) = 2.640,
p<0.05], but not lag 16 trials for the Young grolyn differences were found between
lag 4 and 16 trials. The Middle group showed a lsimpattern for distractor words,
between lag 0 trials and lag 4 trials [t (11) =68,/p<0.01] and between lag 0 and lag 16
trials [t (11) = 2.56, p<0.05]. Again, lag 4 and |46 trials showed no differences. The
Old group showed no significant differences fotmistors.
Between the groups, the lag 0 trials showed aifgigntly higher result for the

Young group compared to the Old group [t (22) =02,5p<0.05]. This pattern was
repeated at lag 4 [t (22) = 2.772, p<0.05] andliagt (22) = 3.104, p<0.05]. The Middle
group showed higher accuracy compared to the Oddipgrat lag O [t (22) = 3.643,
p<0.05], lag 4 [t (22) = 2.414, p<0.05] and lag[l@?2) = 1.943, p<0.05]. No significant
differences were found for accuracy of either targe distractor words between the
Young and Middle groups, with both showing compgrddigh accuracy rates across all

three lag conditions.

5.3.3 Reaction Times

As with the accuracy scores, the Young and Middteigs showed broadly similar RTs,

with the Old group showing generally longer timleart either of the other groups. Figure
5.3 shows the RTs for correct responses to targedsy or Hits, while Figure 5.4 shows

RTs for correct responses to distractor words,@réct Rejections. Figure 5.5 shows the
RTs for incorrect responses to target words, knawrMisses, while Figure 5.6 shows
RTs for incorrect responses to distractor wordsFalse Alarms. In order to test the

statistical significance of these results, bothhimit and between-group, repeated-
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measures ANOVAs were used. Four separate GroupANQVAs were completed in
order to examine the main conditions: RTs for HR$s for Correct Rejections, RTs for

Misses and RTs for False Alarms.

RTs for Correct Responses to Target Words
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Figure 5.3: Mean Reaction Times for Hit responses achievedhbythiree groups over the three Lag

Lengths.

For the RTs for Hits, a main effect for lag wasrfdyF (2, 32) = 3.772, p<0.05].
A between-subject effect for group was also reabrife (2, 32) = 12.656, p<0.01], as
well as lag*group interaction [F (4, 66) = 4.71%0p05]. For the young group, lag O Hit
responses were significantly faster from thosagt [t (11) = 7.068, p<0.01] and at lag
16 [t (11) = 3.133, p<0.01]. The Middle age grotpwed lag O Hit responses that were

significantly faster from those at lag 4 [t (11)3-809, p<0.01] and at lag 16 [t (11) =



3.923, p<0.01]. Hits for the OId group at lag O &velso significantly different from
those at lag 4 [t (11) = 3.895, p<0.01] and atllagt (11) = 3.030, p<0.05].
Between the young and old groups, a large numbsigofficant differences were

found to be present. Older adults took significatdhger to achieve Hits at lag O [t (22)
= 2.84, p<0.05], lag 4 [t (22) = 3.508, p<0.01] dad 16 [t (22) = 3.641, p<0.01] in

comparison to the Young adults. The Middle groupvatd significantly faster RTs than
the Old group at lag O [t (22) = 4.812, p<0.05¢ [t (22) = 4.01, p<0.05] and lag 16 [t
(22) = 2.751, p<0.05]. As is evident from the graihlere were no significant differences

between the Young and Middle groups.

RTs for Correct Responses to Distractor Words
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Figure 5.4: Mean Reaction Times for Correct Rejection respoasbkseved by the three groups over the

three Lag Lengths.
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Correct Rejection RTs showed a main effect withibjscts for lag [F (2, 32) =
6.615, p<0.01] and between-subjects for group [B® = 9.314, p<0.01]. A lag*group
interaction effect was also recorded [F (4, 66).844p<0.05]. The young group showed
significantly longer RTs for lag 4 [t (11) = 2.49(1<0.05] and lag 16 trials [t (11) =
6.281, p<0.01] over lag O trials. The Middle grawsponses showed a similar pattern,
with lag O responses being significantly quickearthag 4 [t (11) = 4.91, p<0.01] and lag
16 RTs [t (11) = 5.196, p<0.01]. The Old group mses showed lag 0 as being
significantly quicker than lag 4 [t (11) = 6.29%(01] or lag 16 responses [t (11) =
7.203, p<0.01].

Significant differences were also found for Cormeefections between the Young
and Old groups for both lag 4 [t (22) = 3.80, p&).&nd lag 16 [t (22) = 4.23, p<0.01].
The Middle group were found to be significantly teasat both lag 4 [t (22) = 2.58,
p<0.05] and lag 16 [t (22) = 1.912, p<0.01] in camgon to the Old group. Again, the

Young and Middle groups had comparable results.
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RTs for Incorrect Responses to Target Words
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Figure 5.5: Mean Reaction Times for Miss responses achievethdéyhree groups over the three Lag

Lengths.

Data for Misses showed a main effect between-stgjeec group [F (2, 32) =
8.53, p<0.01], a main effect for lag [F (2, 32) 284, p<0.05] and an interaction effect
between lag and group [F (4, 64) = 4.052, p<0.0H}e young group showed
significantly quicker lag O responses than lag 41ft) = 5.597, p<0.01] or lag 16
responses [t (11) = 5.75, p<0.01]. The Middle greoptinued the trend, with lag 4 [t
(11) = 3.647, p<0.01] and lag 16 [t (11) = 4.6980®1] showing significantly longer
RTs than those for lag 0. The Old group showedlamwithin-group results, with lag 4
[t (11) = 5.219, p<0.01] and lag 16 [t (11) = 5.3920.01] showing significantly longer
RTs than those for lag O trials.

Between the three groups, no differences were fatmég 0. However, at Lag 4,

the Young group responded significantly more quicttlan the Old group [t (22) =
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2.014, p<0.05], as did the Middle group [t (22) 5413, p<0.01]. At Lag 16, a similar
pattern was evident, with both the Young [t (223.854, p<0.01] and Middle [t (22) =
2.71, p<0.01] groups showing significantly fastTs than the Old aged group.

Finally, for False Alarms, a main effect for lagsMaund to be present [F (2, 32)
= 3.811, p<0.05] along with a main effect for grdip(2, 32) = 9.183, p<0.01]. There
was no lag*group interaction found for this cormtiti For the young group, lag O trials
again showed significantly lower times than lagt 41f1) = 5.014, p<0.01] or lag 16 [t
(11) = 6.606, p<0.01]. For the Middle group, latiflls again showed significantly faster
times than lag 4 [t (11) = 4.471, p<0.01] or lag[iL@L1) = 7.076, p<0.01]. For the Old
group, lag O trials again showed significantly lowienes than lag 4 [t (11) = 4.868, p<

0.01] or lag 16 [t (11) = 12.699, p<0.01].

RTs for Incorrect Responses to Distractor Words
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Figure 5.6: Mean Reaction Times for False Alarm responses aetiby the three groups over the three

Lag Lengths.
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No between-group differences were found in thisé=&larm condition, with
generally comparable results being shown by eaenGmup. The general finding for
RTs therefore is that for all groups, lag O seemsike less time to respond to than lag 4
or 16. Also, the findings suggest that the Yound &hddle group performed at similar
response times, both of which were significantlgrgtr than the Old group, especially at

lag 4 and lag 16 trials. False Alarm responses wWer@nly deviation from this trend.

5.3.4 First Presentations of Stimuli.

Given the low results found in the Old group foc@@cy regardless of lag, we compared
the three groups for the first presentation ofgtiauli, as per the Old/New paradigm, to
examine if this pattern would exist for originaépentations. The OIld group was found to
have significantly lower accuracy for first pressins of stimuli than the Young group

[t (22) = 2.371, p<0.01] and the Middle aged gr¢uf22) = 2.57, p<0.01]. There was no

significant difference between the Young and Midghleup. For within-group results, the

Old group was examined for differences betweert fmsd second presentations of
stimuli. No significant differences were found 1) = 5.231, p= 0.082]. This leads to
the conclusion that general recall and recognitiothe older group were poor compared

to the younger and middle aged groups.



5.4 Discussion

This study is the first to examine the pattern @flothe in source memory recall accuracy
over the lifespan of healthy participants. The aacy results reveal that Old, but not
Middle, aged groups show deficits relative to thmuig group. No significant differences
were found between the Young and Middle aged grolips Old group had significantly
lower accuracy scores than the young and middlepgeaross all lags for both target and
distractor words. This pattern suggests that airedch capacity for source memory
occurs between the ages of 50 and 70, as no ditfesewere found between the 20-30
year olds and the 40-50 year olds.

The Young versus Old differences mirror those foanmhss a number of source-
memory studies including those of Jennings andhla¢b997) and Dywan, Segalowitz
and Williamson (1994), both of which found sign#ict deficits among older samples
compared to younger, as did later studies by Dyetaal. (1998, 2002) and Bridson et al.
(2006). The introduction of the middle-aged samqudels a further dimension to these
results, suggesting that source memory is presemact until at least the age of 50, but
declines significantly between then and the age6®70. For the young and middle
groups, Lag 0 trials showed significantly highecwacy than those for Lag 4 and 16, as
was hypothesised. The longer lags caused partisigeom these groups to make errors
in recall between target study block words andradsor test block words. This pattern
was not replicated in the old adult group. Instaadformly low scores were produced
across all lags. The lag 0 condition was especiallyin comparison to the younger age
groups, while the lag 4 and 16 conditions were sbastly significantly lower. The low

score for lag O trials may perhaps be indicativemmire general memory processing
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problems for older adults, in that a result of leigtag O trials than lag 4 or 16 trials was
expected. Without these expected results, othéormmust be considered, including that
of a more general loss of memory function amongehm@der adults. However, given the

relatively equal scores obtained in the CFQ byQkek group, general everyday memory

seems to be unimpaired. The educational levelhefald group consisted mostly of

university-educated participants, and were genesathilar to those of the other groups.

These results do not match with those found inistusuch as that of Jennings & Jacoby
(1997).

The RT results show a number of interesting sicguiit differences. Across all
lag conditions, the old group showed significarstfigwer RTs than the middle or young
group, again as was hypothesised. Some of the Riltseshowed large differences
between young and old participants, with mean Rieminces of close to 1000ms being
recorded for lag 16 trials. The young and middl®ugs showed no significant
differences, with some mean RTs showing differerafdess than 100ms between these
groups. This similarity of results adds strengthtite hypothesis that source memory
deficits are a marker of old age, and that theided$ rapid, with the onset being after
the age of 50. The young and middle age groupw shgnificant RT increases at the
longer lag conditions compared to lag 0, a patteplicated in older adults. This
consistent pattern of longer lag lengths showirogvel RTs is in keeping with previous
studies of source memory, regardless of age (JgarnJacoby, 1997), and seems to
suggest a higher level of functioning is necesfamany lagged words as participants of
all ages struggle to recall if this previously meted word is from the study or test block.

This RT difference is significantly greater for tlwdder participants, highlighting a
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particular problem with the recognition of repeatenrds. While accuracy for lag 4 and

16 words in older participants was not significgridwer than lag O words, there was a
highly significant increase in RT for the laggedrd& Despite the extra time needed to
respond to these lag words, accuracy remained ngelkaFor young and middle groups,

the increased RTs were less noticeable, but weenguanied by a decrease in accuracy.
Increased time spent on recall did not increasectfamces of correctly recalling a word

after a lag as short as 3 intervening words.

It was also seen in the graphical data that ferdll group the Miss responses
seemed to have slower RTs than False Alarms. Tditem was not evident in either the
young or the middle group. Correct responses indlder group showed a similar
difference. In both the Miss and False Alarm caodg the participant is incorrect, but
processing the word as a distractor takes longer grocessing a word incorrectly as a
target. This seems to imply that older participamse more certain of their False Alarm
responses than their incorrect target responsesmigses. This false certainty
phenomenon has been shown in previous studiesimgéteased false alarm responses
and decreased RT length (Postma, 1999). The otildtsashowed both these attributes
during the current study, lending strength to tgpadthesis that, when incorrect, older
participants are more certain that they are cortean younger or middle aged
participants. This certainty is at odds with theults, in that the old group is significantly
less accurate than the young or middle group.

In general, the results were in keeping with tiyedtheses put forward, that older
adults are less accurate than younger or middld-adelts in recalling the context under

which words were encoded. Young and middle-agedtsaghere more accurate at a lag
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of O words than either longer lag, although thegmlags were no different from each
other, implying that any gap between first and sdcpresentations of words interferes
with source memory in these groups. The old groag uniformly lower for accuracy,
but did not show this decrease in accuracy over [@rhaps due to their poor
performance at lag O for both target and distractB®eactions times were significantly
longer for the older adults compared to the yound middle-aged participants across
both correct response conditions, as well as Miségsin, the two younger groups
showed little in the way of differences. Older ddlalso seemed to show a false certainty
effect for incorrect target responses over Falsems.

The examination of first presentations showed r@ging results. This was
completed in order to examine simple recognitiorthi@ groups, given the variance in
results in the task and for the CFQ. The older grshowed markedly lower accuracy for
even first presentations of the words from the wiigt than the young and middle aged
groups. This pattern is in keeping with other ressfibund in simple Old/New studies
(e.g. Wilding, 2000; Hayama, Johnson & Rugg, 2088j},this examination excludes any
influence on recall by lag, and studies only rectogm. Regardless of the lag length, the
old group scored uniformly low. In order to studhe tvalidity of this possible floor effect,
it would be necessary to study groups with clinfbaimory impairments such as Specific
Memory Impairments or Alzheimer’s Disease.

The results suggest that source memory declire l&e-life phenomenon, with
those participants of young or middle age showieguarkably similar results across
accuracy and reaction times. The marked defiagults between middle-aged and older

participants points to a sudden decline betweenathess of 50 and 70, rather than a
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gradual decline from young adulthood. Also, it seefrom the results that the

introduction of any lag length apart from an imnagdire-presentation of words results in
a significant decrease in accuracy and an assddiatesase in RT for young and middle
aged groups, although the old group showed a mwoiferm distribution of data. The

striking similarities found between the young andlidte-aged groups can lead to the
conclusion that the underlying mechanism used bygttoup for source memory should
be similar. As such, the following chapter will death the differences between only the
young and old groups. The accuracy and RT diffexsrfound between these groups
demand further examination. The behavioural difiees have been found to be
profound, but what of the electrophysiological ojpes? These are examined in the

following chapter using 2 groups of participantsugg and old adults.



Chapter 6

ERP and Dipole differences may explain
age-related behavioural deficitsin source

memory
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Abstract

The previous chapter reported that, compared to poting and middle-aged groups, an
old group exhibited lower accuracy and longer ieacimes during an Opposition Task.
The current chapter compares a young and old geamying out the task while they
have EEG recorded from 128 scalp electrodes. Twaluag and twelve old participants
were examined using a three-lag opposition task laigs of 0, 4 and 16, as in previous
chapters. Six blocks of the task were used. Belhaaioesults showed a similar pattern
to that of Chapter 5, with young participants segrhigher and reacting faster than old
participants across lags and conditions, while twe longer lag lengths showed
decreased accuracy from lag O for both young addatticipants. Electrophysiological
data were collated into ERPs, revealing that atfithietal FP2 site, young participants
displayed a marked positivity at ~400ms, which aéasent in the old group. The old
group showed a later parietal area positivity, réed at the P3 electrode (especially for
correct responses), which was absent in the youogpg Dipole source analysis
attributed a number of frontal dipoles to the yogngup for the early positivity without
later parietal dipoles, which were found only i thld group. These results point to the
possibility of a differing mechanism for source nwynrecall amongst the old group

using parietal areas, given their lack of earlynfad activity and dipoles.



6.1 Introduction

In Chapter 5, we examined the behavioural changesource memory recall ability
between young, middle aged and old participantse Tasults indicated marked
similarities between the young and middle aged ggolut a number of significant
differences between these groups and the old ageg gThis chapter will examine the
electrophysiological correlates and differencesthefse behavioural changes between
young and old age groups. Evidence supporting agghan electrophysiological activity
between young and old participants during sourcenomg tasks has been found using
EEG and ERP data, as well as with imaging techsigsech as fMRI. Dywan,
Segalowitz and Arsenault (2002) showed significantlore positive activity in frontal
and parietal areas in a younger group comparednt@lder group across the ERP
latencies for a single-lag procedure. Mathewsonw&y and Segalowitz (2005) also
reported that response conflict during a source omgrtask, measured as error-related
negativity (ERN), was greater among older groupsnthyounger participants.
Czernochowski, Fabiani and Friedman (2008) repotted a higher socio-economic
status (SES) in an older group seemed to allowtli@r creation of strategies to
compensate for the source memory problems withngg#irough the recruitment of
additional neural resources not found in the yogrogip. These results show a pattern of
changes in source memory recall-related activigt thay be attributable to both aging
and response accuracy.

Variations of the Opposition Task have examinedre® memory capacity in a
variety of groups using ERP analysis, with Dywaag&owitz and Webster (1998), for

example, using the task in conjunction with a diddattention paradigm to investigate
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ERP data for younger and older adults. Their reguggest that increased age resulted in
a higher likelihood in making source monitoringoesr and that the younger adult ERPs
showed far greater discrimination between targetudt and non-target foils than that of
the older group. Along with making more source ejuogments, ERP data showed that
older adults produced large amplitude late posigisito distractor words even when
these foils were correctly rejected. Dywan, Segalgw\Vebster, Hendry and Harding
(2001) again used an Opposition-type design, this to examine lagged repetitions in
new, distractor, words. Their results again shotkatl the younger participants were less
likely to make source memory recall errors. TharFEdata for correct response trials
indicated that younger adults produced late pasés/ of greatest amplitude in response
to whichever word type was designated as a tairgespective of its familiarity, meaning
that both Hits and False Alarms elicited higherifpasy over Misses and Correct
Rejections, which participants respond to as distra, either correctly or incorrectly.
Older adults had generally less differentiated EB&sveen the conditions and showed
late positivities for recently repeated words ipedive of target designation (target or
foil), perhaps showing a more general familiariffeet. Bridson, Fraser, Herron and
Wilding (2006) studied a young group of particigansing a lag that varied between 7
and 9 words between trials. Their results showed ERPs from the Miss trials were
more positively deflected generally than those ERiR# were elicited by Correct
Rejections, especially at frontal areas. They dtl stompare these results to an older
group however.

The experiment reported in the current chapter askegh density, 128-channel

ERP array in order to investigate scalp-recordedefeam componentry and behavioural
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responses in a task designed to measure source rnexbiity in adults. Here we
examine source memory capacity in healthy youngadaer adults using the Opposition
Task (as described in previous chapters). Behaadiguit is predicted that participants of
both age-groups are significantly more likely tbdha test-list word as studied if the
word is repeated following a lag of 4 or 16 interwey words. Therefore we hypothesise
that accuracy will decrease as lag length incregsasicularly between Lag O and the
two longer lag lengths, in both the young and otdugs (see Chapter 5). It is also
hypothesised that reaction time will increase withreased lag length for both age
groups, particularly between Lag 0 and the longgrléngth conditions (see Chapter 5).
Finally, we anticipate that the older group will keasignificantly more errors than the
younger group, and will display significantly longeaction times across conditions, as
shown in previous research (e.g. Jennings & Jad®8/7; Dywan et al., 2001).

Our task will use repeated presentations of new itesns, as employed by
Jennings & Jacoby (1997), as well as repeating stndied words at the same lag
intervals, in order to examine if ERP waveforms tloe correct responses to study-list
words (Hits) and incorrect responses to test-lstds (False Alarms) are similar, as both
are viewed as words from the study list by partais. This has as yet not been reported
in the literature. Dywan et al. (1998) and otheawvehrecorded ERPs for a single lag
length compared to a base-line, and so have natierd if differences exist between lag
length ERPs in an older group. Chapter 4 repottatithere was little difference between
lags in a young group, but the behavioural diffeemnevident between the age groups
means that this finding has not been generalizedh tolder group. Here we use a lag of O

as a baseline and study this in comparison to twihér lag lengths, those of 4 and 16



intervening stimuli. We hypothesise that words eotly identified as foils or targets will

elicit increased positivity in parietal scalp rewso while correctly identified target words
will also show increased positivity in frontal regs, as shown by Wilding and Rugg
(1998). Finally, the younger group is expected hove greater positivity to targets
regardless of response in comparison to the oldmrahich is predicted to show less

differentiated ERPs within-group, as found by Dyvedral. (2001).
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6.2 Method

6.2.1 Participants

The participants for this study consisted of 12lth¢ayoung adults (6 male, age range
20-30, mean = 24.1) and 12 healthy older adultmd®e, age range 60-70, mean = 63.4).
For the young group, 10 were currently Ifil8vel education, while 2 had completeda 3
level course. The old group included 6 participamith 2™ level education completed
and 6 with &' level completed. English was the primary languafjall participants and
all reported normal or corrected-to-normal visiéil.participants were initially asked to
complete a Cognitive Failures Questionnaire as asgylindex of everyday memory
function (Broadbent, Cooper & Fitzgerald, 1982; <ekapter 2). The experiment
conformed to the 1964 Declaration of Helsinki andsvapproved by the local ethics
committee. Participants gave written informed cong®ior to taking part in the study
and were informed of their rights under the Freeddrinformation act. The experiment
was conducted in accordance with the Code of Ethiicke World Medical Association

and the ethical standards of the APA.

6.2.2 Design

The study consisted of a 2x3 mixed-factorial expental design, with Age Group (2)
and Lag Length (3) being the factors. Age Group w@esrationalised on 2 levels: young
(20-30 years) and old (60-70 years). Lag Length ey@erationalised on three levels: lag
0, lag 4 and lag 16. Both the behavioural and tleet®physiological data were

examined using this same design. Results from tN©WAs were further examined

using Bonferroni-adjusted paired-samples t-testpdst-hoc comparisons.
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6.2.3 Apparatus

The task used for the study was the Opposition Baskeloped by Jennings and Jacoby
(1997) with the alterations created based on tlelte found so far in this work, as
discussed in Chapter 2 and Chapter 3. As suchasikeconsisted of 6 separate study and
test phases using two study lists of 40 wordsuahialg 5 buffers for primacy and recency
effects, drawn from the Toronto Noun P@Klicera & Francis, 1982). These words and
an equivalent number of distractor, or “foil” wordgere presented twice each during the
test phases of the experiment, leading to 128-wesd lists. The high number of
presentations was used to reduce signal-to-notge aad thereby yield more artefact-

free ERP waveforms (See Chapter 2 for a discussion)

6.2.4 EEG recording and analysis

The EEG set-up for this chapter is described inp@ha2 (Methods). For this experiment,
stimulus-locked ERPs were obtained by averaginggB6& using stimulus presentation
as the starting trigger, beginning at 100ms pmgtis and continuing for an epoch of
1200ms post-stimulus. Participant EEG was useddate 12 separate conditional ERPs,
based on the 12 possible combinations of stimui i@sponses (target stimulus at lag 0,
4 or 16 with a correct response, target stimulusagtO, 4 or 16 with an incorrect
response, distractor stimulus at lag 0, 4 orl6 watlcorrect response and distractor

stimulus at lag 0, 4 or 16 with an incorrect regen
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Component structure was defined without knowledigine pattern of effects the
data may present. An overall grand-mean wavefors gemerated for each electrode by
collapsing across each group and condition. Thesweld the latency of the components
of interest (anterior P3, posterior P3b) to be idien through a visual inspection. These
frontal and parietal components have been foundateplly in the ERP data for source
memory tasks, and Chapter 4 in the current thésisexhibited the presence of these two
components. For this current Chapter, the frongahf@asured from 300-500ms, peaking
at 418ms. The posterior P3 (P3b) measured from7800as, with a peak at 585ms.
Using this form of grand-mean analysis in ordeidintify component latencies has the
advantage of reducing the number of analyses waldsrt

These two components were compared across corglitordifferences in mean
amplitude. The two areas of interest for the stwaye the prefrontal area, consisting of
13 electrodes, and the central parietal area, sumgiof 20 electrodes (See Fig 6.1).
These two areas were examined in detail, and thetretles showing consistent peak
amplitudes were chosen from each for statisticalysis. The prefrontal electrode used
was in the FP2 position, and the parietal electiestsl was in the P3 position. Both were
compared to the reference electrode. For thesg/segla repeated-measures ANOVA
was used, comparing lag length (0, 4, and 16),racgucorrect, incorrect) and stimulus
type (target, distractor) using mean amplitudehasdependent variable. All groups of

paired t-tests were subjected to Bonferroni coiwaqgtrior to reporting.
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Figure6.1: Electrode Montage of the 128-channel 10-20 systewing areas of interest for the current
study and electrodes chosen for further examindimsed on mean amplitude results; Fp2 in the right

prefrontal scalp region and P3 in the left parietahlp region.



6.3 Results
6.3.1 Behavioural Results
6.3.1.1 CFQ
Both groups completed a Cognitive Failures Questine in order to examine
behavioural differences in everyday memory betwéen groups. The young group
scored a mean of 40.4 (SEM 6.1), while the old grecored a mean of 44.7 (SEM 5.32).
The results showed no significant differences betwthe groups in terms of cognitive
failures and everyday memory using a paired-sanydst [t (22) = 1.021, p>0.05],
allowing for the assumption that neither group exgffl from obvious memory-related

problems.

6.3.1.2 Accuracy

We initially compared the young and old groups emts of mean accuracy score to
target words (Fig 6.2) and to distractor words (6ig). The old group showed lower
accuracy scores than the young group across conslitwhile performance at longer lags
showed lower accuracy than lag O for both age groBpth groups showed greater levels
of accuracy for Lag O trials than Lag 4 or Lag 1@&l$. Two 3x2 mixed factorial
ANOVAs were conducted with lag as the within-grofagtor and age as the between
group factor. The first ANOVA examined responses tlargets, and the second for

distractors.
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Young Vs Old Target Accuracy

O Young
H Old

Figure 6.2: Comparison of accuracy of responses to Target ditimytboth groups (Means +/- SEM).

Young Vs Old Distractor Accuracy

10

@ Young

Accuracy

Lag

Figure 6.3: Comparison of accuracy of responses to Distradiondi by both groups (Means+/- SEM).

In terms of target words, a main effect for Lagswaund [F (2, 44) = 9.548,

p<0.01) as well as a main effect for age [F (1, 25.044, p<0.05] and an interaction



effect for Lag*Age [F (2, 44) = 4.744, p<0.01). Berroni corrected t-tests were used to
further analyse these differences, using pairedpgant-tests for within-group
differences. The within-group comparisons showeatuimber of significant results. For
the young group, lag O accuracy for targets wasifgsgntly higher than both lag 4 [t
(11) = 4.919, p<0.05] and lag 16 accuracy [t (1B.665, p<0.05]. It was found that lag
0 accuracy for targets in the old group was sigaiftly higher than both lag 4 [t (11) =
5.19, p<0.05] and lag 16 accuracy [t (11) = 6.22).p1]. Between the young and old
groups, a main effect was recorded [F (1, 22) 4B.®<0.01]. For target words at lag O,
the young group had significantly higher accurdegnt the old group [t (22) = 2.37,
p<0.01]. A similar significant difference was fouffor target words at lag 4 [t (22) =
5.194, p<0.05]. At lag 16 accuracy for target woatiso showed a significant difference
[t (22) = 2.12, p<0.05)].

The ANOVA for distractor words (see Fig 6.3) shoveedhain effect for Lag [F
(2, 44) = 10.101, p<0.01], a main effect for Age (E 22) = 7.316, p<0.01] and a
Lag*Age interaction [F (3, 22) = 5.877, p<0.05].g-@ trials for the young group showed
significantly higher accuracy scores than lag dlgrit (11) = 2.64, p<0.05], and for lag
16 trials [t (11) = 2.115, p<0.05]. No differencesre found between lag 4 and 16 trials
for the young group. The data from the old groupeasdso analysed for within-subject
effects. Lag O trials showed significantly highecaracy scores than lag 4 trials [t (11) =
4.706, p<0.05] and for lag 16 trials [t (11) = 812p<0.05]. For the distractor words, the
young group had significantly higher accuracy tttenold group at lag O [t (22) = 4.537,

p<0.01]. A significant difference was also found farget words at lag 4 [t (22) = 3.641,
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p<0.05]. Data for lag 16 accuracy for target woati® showed a significant difference

between the groups [t (22) = 2.12, p<0.005].

6.3.1.3 Reaction Times

The reaction time data were similar to those resdialy the young and old participants in
Chapter 5. The young group showed generally faRfes than the old group at the
different lag lengths, while both groups showedeagally longer RTs at lag 4 and 16
compared to lag 0. Four 3x2 mixed factorial ANOWAsre conducted with Lag as the
within-group factor and Age as the between grougtofa The first ANOVA examined
responses for Hits, the second for Misses, thd foir Correct Rejections and the fourth

for False Alarms.

Young Vs Old Hit Reaction Times
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Lag

Figure 6.4: Reaction times for young and old groups for corresponses to Target stimuli (Hits)
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Figure 6.4 shows the RTs for correct responsearget words, known as Hits. A
main effect for Lag was found for this group [F @) = 3.772, p<0.05]. A between-
subject effect for Age was also recorded [F (1, 22)2.656, p<0.01]. An interaction
effect between Age and Lag was found [F (2, 44). 738, p<0.05]. For the young age
group, lag O Hit responses were significantly fastem those at lag 4 [t (11) = 7.068,
p<0.05] and at lag 16 [t (11) = 6.133, p<0.05]. Eoe old group, Hits at lag 0 were
significantly faster than those at lag 4 [t (118895, p<0.05] and at lag 16 [t (11) =
3.030, p<0.05]. Between groups, older adults toigkiscantly longer than younger
adults to react at lag 4 [t (22) = 3.508, p<0.08d dag 16 [t (22) = 3.641, p<0.05] in
comparison to younger adults, though following Basrdni correction, the difference

failed to reach significance at lag O.

Young Vs Old Miss Reaction Times
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Figure 6.5: Reaction times for young and old groups for incotrresponses to Target stimuli (Misses)



Data for Misses showed a main effect for lag [F4A2) = 3.052, p<0.05] as well
as a main effect between-subjects for age [F (1,/28.53, p<0.01] and an interaction
effect between age and lag [F (2, 44) = 6.933,@J0T-tests with Bonferroni-corrected
again, found that lag 4 [t (11) = 2.491, p<0.058dag 16 [t (11) = 6.281, p<0.05]
showing significantly longer RTs than those for @agrials among the young group. The
old group showed similar results, with lag 4 [tX¥15.219, p<0.01] and lag 16 [t (11) =
5.392, p<0.01] showing significantly longer RTsriithose for lag O trials. There was a
significant difference between the old and youraugs for RTs to Misses at lag 4 [t (22)

= 2.238, p<0.05] and lag 16[t (22) = 3.529, p<0.05]

Young Vs Old Correct Rejection Reaction Times
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Figure 6.6: Reaction times for young and old groups for corresponses to Distractor stimuli (Correct

Rejections)

Correct Rejection RTs followed a similar patterthwia main effect within-

subjects for lag [F (2, 44) = 6.615, p<0.01] andween-subjects for age [F (1, 22) =
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19.314, p<0.01]. A lag*group interaction effect walso recorded [F (2, 44) = 4.94,
p<0.05]. Lag 0 responses were significantly quickan lag 4 [t (11) = 5.597, p<0.05] or
lag 16 responses [t (11) = 5.75, p<0.05] for thengpgroup. Correct Rejection responses
in the old group showed lag O responses as begmifisantly quicker than lag 4 [t (11) =
6.292, p<0.05] or lag 16 responses [t (11) = 7.303).01]. Between the groups, a
difference was recorded at lag 4 [t (22) = 5.2680.05] and lag 16 [t (22) = 4.993,

p<0.05] though not at lag 0.
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Figure 6.7: Reaction times for young and old groups for incotrmesponses to Distractor stimuli (False

Alarms)

Finally, for False Alarms, a main effect for lagsMaund to be present [F (2, 44)
=13.811, p<0.01] along with a main effect for §igé1, 22) = 9.183, p<0.01]. There was
a lag*age interaction found for this condition [F @4) = 7.916, p<0.01]. For the young

group, lag O trials again showed significantly lowenes than lag 4 [t (11) = 8.014,
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p<0.01] or lag 16]t (11) = 6.606, p<0.01]. The pattof RTs for the old group adhered to
the same pattern as the young group for False Alawith lag O trials again showing
significantly lower times than lag 4 [t (11) = 786<0.01] or lag 16 [t (11) = 12.699,
p<0.01]. Incorrect responses to distractors yielded between group difference, at lag

16 [t (22) = 3.148, p<0.05].
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6.3.2 Electrophysiological Results

6.3.2.1 Grand Means

The Grand Average waveforms for both the young @ddgroups were subjected to a
mean amplitude analysis in order to examine thierdifices between the groups and to
ascertain the latencies and peaks of each compofeatwo main areas of interest were
the prefrontal region and the parietal region o #calp, based on the findings of
previous research groups (e.g. Dywan et al., 2082)wvell as Chapter 4 in the current
work. In the frontal region (consisting of 13 eflectes) the FP2 electrode was found to
have the largest mean amplitudes for the componéeing analysed. The P3 electrode
in the parietal scalp area (consisting of 20 etefgs) showed the highest mean peak
amplitudes. For the young group, a frontal P3 wadeat from 300-500ms, peaking at
418ms. A posterior P3 (P3b) was observed from S04, with a peak at 585ms. The
corresponding latencies for the old group showedtél negativity in the same 300-
500ms epoch, peaking at 435ms, and posterior pibgifor the later 500-700ms epoch,
peaking at 579ms.

These latencies and peaks were then examined ébr afathe 12 experimental
conditions for both age groups; both correct amdrirect responses in target words at lag
0, lag 4 and lag 16 latencies, and distractor watdkag O, lag 4 and lag 16 latencies
among all participants, resulting in a number gfessate possible comparisons. The mean
amplitudes at the FP2 right frontal electrode anel P3 left parietal electrode were
subjected to separate 3x4x2 mixed-factorial ANO\&isl Bonferroni-corrected t-tests to

examine for statistically significant differencestiveen conditions.
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6.3.2.2 Frontal Scalp Area

For the first component, the frontal P3 evidentrfrB00-500ms in the frontal group and
the corresponding epoch in the older group, a 3xAi2d factorial ANOVA was carried
out at the FP2 scalp electrode site to examine saatystically significant differences
using mean amplitude comparisons between the fodittons, three lags and two age
groups. Figure 6.8 shows the grand mean ERPs of #gerimental conditions at the
FP2 electrode for both groups. The ANOVA found ainmeffect of Lag [F (2, 44)
=16.650, p<0.01], as well as a main effect of Caoni[F (3, 66) = 14.915, p<0.01] and
for age [F (1, 22) = 11.663, p<0.1]. A Conditiontateraction was also found to occur
[F (6, 132) =6.193, p=0<0.05], as well as an eftda€ondition*Age [F (3, 66) = 10.016,
p<0.01].

The resulting t-tests revealed that mean amplituwere significantly larger in the
young group for Hits at lag 16 over lag O [t (1B).673, p<0.05] and for lag 4 over lag O
[t (11) =4.121, p<0.05]. For Misses, lag O respsnaere significantly different from
both lag 4 [t (11) =7.532, p<0.05] and lag 16 resses [t (11) =10.416, p<0.05]. For
Correct Rejections, a significant difference wasnid between lag 16 and lag O [t (11)
=2.439, p<0.05], though not at lag 4. False Alagsuits showed significantly greater
positivity at lag 4 over lag O [t (11) = 6.798, p@b). Between conditions, lag O for Hits
was found to be significantly less positive tendihgn those for Misses [t (11) = 7.643,
p<0.05] or Correct Rejections [t (11) = 8.016, ®4), though not for False Alarms. Hits
at lag 4 were significantly more positive-tendimgut Misses [t (11) = 4.741, p<0.05],

False Alarms [t (11) = 4.188, p<0.05] and CorreefeRtions [t (11) = 9.035, p<0.05].



Lag 16 Hits showed more positivity than those fatsé Alarms [t (11) = 6.487, p<0.05],
though not those for Misses or Correct Rejections.

For the old group, Bonferroni-corrected t-testsnidwwuno significant difference
between lags for the Hit condition. For the Missdition, lag 16 responses were
significantly less positive-going than those fag & [t (11) = 4.956, p<0.05), though no
other significant differences were found. CorreatjeRtions showed a significant
difference between lag 0 and lag 16 [t (11) =5@88).05] and for lag O compared to lag
4 [t (11) =5.195, p<0.05], though not between laand lag 16. The False Alarm results
showed a significant difference between lag 16 fawmith lag O [t (11) = 8.143, p<0.01]
and lag 4 [t (11) = 7.011, p<0.01]. Between coodi, Hits at lag 16 were found to be
significantly less negative tending than False Wisrat lag 16 [t (11) =2.843, p=0.044].
No other significant effects were found were folnedween the conditions.

The two age groups were then compared with eaddr dinough further paired-
sample t-tests to examine which conditions and thffered at the frontal scalp area of
interest. Twelve t-tests were carried out, findidd significant results following
Bonferroni adjusting. These results are tabulate@able 1. As it shows, the frontal area
showed many differences between the age groups.ybbeger age group exhibited

higher mean amplitudes for all ERP waveforms mesasur
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Figure 6.8: Grand mean ERPs of the 4 experimental conditionth@tFP2 electrode for both groups;
(a)Hits, (b) Misses, (c) Correct Rejections and Rd)se Alarms and sample topographical maps showing

scalp areas active for lag 16 data at 400ms fahlgroups in all conditions



Table 1: T-tests carried out to examine between-group diffees in Mean Amplitude at the FP2 site for

the 300-500ms epoch for young and old groups. Bteriak denotes a significant difference.

Condition Lag t DF p<0.05* Young Old
p<0.01** Mean Mean

Hits 0 4.342 22 * 0.26+0.1% -1.86+0.21
4 4.756 22 * 1.62+0.31 -2.24+0.377
16 5.861 22 * 2.42+0.22 -2.39+0.29

Misses 0 4.013 22 * 1.45+0.36 -1.58+0.16
4 4.153 22 * 1.77+0.41 -2.17+0.25
16 3.709 22 * 1.91+0.53 -2.34+0.31

C.R. 0 3.941 22 * 0.74+0.28 -1.65+0.36
4 5.106 22 * 1.83+0.3% -2.36+0.19
16 5.608 22 * 2.03+0.28 -2.39+0.27

False Alarms 0 0.757 22 - 0.51+0.28 -1.18+0}60
4 2.642 22 * 1.28+0.51 -2.07+0.44
16 5.91 22 * 1.71+0.30 -3.42+0.62

6.3.2.3 Parietal Scalp Area

Figure 6.9 shows the grand mean ERPs at the P8aglecfor the 500-700ms epoch for
the 2 experimental groups across the 4 conditiods3alags. A 3x4x2 ANOVA, as used
for the frontal component, found a main effect fag [F (2, 44) =13.061, p<0.01], as
well as a main effect for Condition [F (3, 66) =984, p<0.01] and for Age [F (1, 22) =

12.408, p<0.1]. A Condition*Lag interaction was ogjed [F (6, 132) =4.973, p<0.05],
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along with an effect for Condition*Age [F (3, 66) 8.18, p<0.01] and for
Lag*Condition*Age [F (6, 132) = 6.745, p<0.05].

For the young group, Bonferroni corrected t-tesésemused to compare the lags
and conditions. Mean amplitudes were significattlyer for the young group for Hits at
lag O compared to lag 16 [t (11) = 4.806, p<0.0%] &g 4 [t (11) = 3.589, p<0.05]. The
Miss condition showed significant differences bedwdag O responses and both lag 4 [t
(11) =8.414, p<0.05] and lag 16 responses [t (BL)93, p<0.05] in the Miss condition.
For Correct Rejections, a significant differencesvemain reported between lag 0 and
both lag 4 [t (11) = 3.755, p<0.05] and lag 1611 =2.439, p<0.05]4. False Alarm
results followed this trend, showing significantlyeater positivity at lag 4 [t (11) =
6.798, p<0.05] and lag 16 [t (11) = 5.541, p<0.@H|d lag 0. Between the four
conditions, lag 0 amplitudes were found not to vsignificantly, while those at lag 4
showed a difference between Hits and False Alatrn(iEl]) = 4.864, p<0.05] and Misses
and False Alarms [t (11) = 6.122, p<0.05]. Lag i dhowed more positivity than those
for Correct Rejections [t (11) = 5.856, p<0.05]].

Examining the old group, mean amplitudes for Hiesravsignificantly lower at
lag O compared to lag 4 [t (11) = 3.974, p<0.05] &ag 16 [t (11) = 5.143, p<0.05] For
the Miss condition, again both lag 4 [t (11) = B6p<0.05] and lag 16 responses [t (11)
= 8.214, p<0.05] were significantly more positiveigy than those for lag 0. Correct
Rejections showed a significant difference betwien 0 and lag 16 [t (11) =3.772,
p<0.05] though not lag 4. The False Alarm resulswged no significant difference

between the three lag lengths. Between the comditidag O results showed no
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differences, while at lag 4, Misses were found & rhore positive going than both
Correct Rejections [t (11) = 6.962, p<0.01] ancsEdlarms [t (11) = 4.57, p<0.05] .

As with the frontal area data, the two age groupsevihen compared to examine
differences across lag and condition. Twelve Banfarcorrected t-tests were carried
out, finding 10 significant results. These reswats shown in Table 6.2. The parietal
results showed many differences between the agggra@lthough in this case the older
age group exhibited more positive-tending mean augas for most ERP waveforms

measured, excepting Hits at lag 4 and Misses atéag
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Figure 6.9: Grand mean ERPs of the 4 experimental conditiorth@P3 electrode for both groups, with
(a) showing Hits, (b) showing Misses, (c) showirmgrect Rejections and (d) showing False Alarms and
sample topographical maps showing scalp areasadtr the young and old groups for each conditibn

lag 16 at 400ms post-stimulus



Table 2: T-tests carried out to examine between-group reiffees in Mean Amplitude at the P3scalp

electrode site for the 300-500ms epoch for yound ald groups. The asterisk denotes a significant

difference.
Condition Lag t DF p<0.05* Young Oold
p<0.01** Mean Mean

Hits 0 10.421 22 ** -1.63+0.75 -0.16+0.2{L
4 7.652 22 - 0.52+0.31 1.24+0.35
16 5417 22 * 0.59+0.26 1.394+0.52

Misses 0 491 22 *x -1.45+0.36 -0.02+0.01
4 6.037 22 * 0.27+0.1§ 1.17+0.29
16 11.154 22 - 0.31+0.12  1.40+0.16

C.R. 0 4.059 22 *x -1.74+0.28 -0.09+0.01
4 2.116 22 * -0.03+0.03  0.36+0.19
16 7.834 22 * -0.094+0.01 0.39+0.27

False Alarms 0 8.001 22 * -1.5140.82 -0.41+0.83
4 9.144 22 * -0.2840.14 0.07+0.44
16 3.086 22 * 0.18+0.09 0.42+0.62
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6.3.2.4 Dipole Source Analysis

ERP data were subjected to dipole analysis usingAEoftware. Due to the high
number of separate analyses completed, it was s@yet® choose those with the greatest
differences to subject to further study. The priyraoint of this chapter is to examine the
differences between the age groups, as Chaptes $ieaiously examined the within-
group differences of a young group. As such, thestisn will be limited to the
differences found between the groups. Further ts, the general similarities found
between the lag 4 and 16 results across the graligpss for fewer examinations to be
carried out.

Due to the large number of comparisons possibl® tesponse types were
subjected to dipole source analysis. The first emation compares neural correlates of
Hit responses at lag 16 for both groups and foh lbe&jor components, the early frontal
P3 component examined at the FP2 electrode, andatbe parietal P3b component
examined at the P3 electrode. The second compaisdmetween young and old
participants for False Alarms at lag 16 for botimponents. Both of the above response
types are present when a participant recognisémalss as from the study block, either
correctly (Hit) or incorrectly (False Alarm), meagi comparisons should provide useful
information about the brain areas used to correetipond by the different age groups.
The components were narrowed from the original 20@ach to shorter timeframes,
allowing for more accurate depictions of the sosroé the components and lower
residual variances (RVs). The FP2 component peakdd8ms, and was examined for an

epoch of 50ms around this peak, from 393-443ms.Aheomponent peaked at 585ms,
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and is examined from 560-610ms, also a 50ms epawhall solutions, a 4-dipole model
was attempted, in order to allow for more direanhparisons.

The first comparison, the frontal P3, was betwd®nyoung and old groups Hit
responses at lag 16. Figure 6.10 shows the dipoliets of the two groups for the first
component, the frontal P3 found in the young groBpth groups yielded 4 dipole
solutions that remained within the head-model usssllting in an RV of 9.121% for the
young group and 11.314% for the old group. All ttipoles were localized using
Talairach Daemon software, giving an anatomical YX,Z) location and Brodmann’s
area for each dipole. The young group had dipatethe region of the left superior
frontal gyrus (BA 6), the right superior temporgtgs (BA 22), the right precuneus (BA
19) and the left middle frontal gyrus (BA 10). Tbleler group had dipoles reported near
the left precentral gyrus (BA 6), the right middkmporal gyrus (BA 21), the right
precuneus (BA 19) and the left inferior temporatugy(BA 35). Therefore, both groups
were fond to have precuneus, temporal and fromtality, though the young group had

bilateral frontal activations compared to the fedntal dipole in the old group.
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Figure 6.10: Young (left) and old dipole maps for the Hit caioth at lag 16 from 393-443 milliseconds.
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The second of the four analyses undertaken exanthee&alse Alarm responses
of both age groups for the earlier component, fR88-443 milliseconds. Figure 6.12
gives a graphical representation of the dipole rsodecated. The 4-dipole solutions
resulted in an RV of 6.92% for the young group &w08% for the old group. The
Talairach software again provided anatomical databbth sets of results. The young
group was reported to have dipoles near the righ¢ymeus (BA 19), bilateral middle
frontal gyri (BA 10) and the right medial frontayrgs (BA 6). The old group was found
to have dipole sources at locations close to thien@dle temporal gyrus (BA 21), the
right middle frontal gyrus (BA 9), the right supartemporal gyrus (BA 22) and the right

precuneus (BA 19). Both groups therefore had atrigbntal source and a right



precuneus source, while the young group alone sthdwgher frontal dipoles, with the

older group instead showing bilateral temporalatitbns.

==

Figure 6.11: Young (left) and old dipole maps for the False Aacondition at lag 16 from 393-443

milliseconds

The third comparison was also for Hits conditiorlaaf 16, this time focusing on
the second major component, the parietal P3b. Agathdipole solution was sufficient
to create models of the dipole sources, with an d2\8.86% reported for the young
group, and 7.117% reported for the old group. Fegérll shows the comparison
between the young and old group for this componénée Talairach Daemon software
localised the dipoles to anatomical correlates. Vbheng group was found to have
dipoles close to the left middle temporal gyrus (B®), the left superior temporal gyrus

(BA 22), the right middle occipital gyrus (BA 19)é the right superior temporal gyrus
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(BA 22). The old group was found to have dipolegha region of the left sub-lobar

caudate nucleus, the right sub-lobar thalamus|ethigrecuneus (BA 19) and the right
superior parietal lobule (BA 7). For this companisthe young group showed activation
bilaterally throughout the middle temporal lobesijles the older group showed a pattern

of parietal and sub-lobar dipole sources.
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Figure 6.12: Young (left) and old dipole maps for the Hit coinditat lag 16 from 560-610 milliseconds
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The fourth and final comparison of dipole sourdest twas examined was that
between the young and old groups at lag 16 foreFallerms for the later parietal
component. The RV for the young group was founbe@.55%, while the old group had
an RV of 6.875%. Figure 6.13 shows the two groupsi\gared. Using the Talairach

software, the young group was found to have dipoéss the right precentral gyrus (BA



4), the inferior temporal lobe (BA 20), the leftpsamarginal gyrus of the temporal lobe
(BA 40) and the left inferior frontal gyrus (BA 9JT.he old group had dipoles in the
region of the left precuneus (BA 19), the left mmizal gyrus (BA 6), the right middle

frontal gyrus (BA 46) and the left parahippocamggaius (BA 19). For these conditions,
the young group exhibited a pattern of bilateradfgeral and frontal area dipoles, while
the old group pattern was less distributed thratghcortex, instead showing three right

parieto-temporal dipoles and a single frontal d#pol

DD
B D

Figure 6.13: Young (left) and old dipole maps for the False Aacondition at lag 16 from 560-610

milliseconds

These BESA analyses seem to reveal a number erfesting patterns. For the
young group, the early component for both respagpes has two or more frontal

dipoles, linking the results to those found by BRP analysis. The old group does show
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some frontal activity, but not to the same extenttose of the young group, with one
frontal dipole present in each P3 analysis. Likewihe later component for the older
group shows a cluster of dipoles around MTL andeparareas, especially evident in the
Correct Rejection condition, but also present fais HThe younger group show a more
even distribution of dipoles for this timeframe fawth conditions, with frontal, temporal

and parietal sources being shown. The implicatafiteese findings are discussed below.
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6.4 Discussion

These results provide a picture of the behavioaral electrophysiological differences
involved with retrieving source memory informatidretween the two groups being
studied. Although the old group showed similar esdn a measure for everyday lapses
in memory and cognition to the young group, thewmrss at the Opposition Task were
uniformly lower than those achieved by the younmugr. These young vs. old differences
mirror those found across a number of source-menstuglies including those of
Jennings and Jacoby (1997), Dywan, Segalowitz aillialvson (1994) and Chapter 5,
all of which found significant deficits among oldeamples compared to younger. The
lag differences within-group were also shown clganith lag 4 and 16 accuracy being
significantly poorer across conditions for both -ggeups than lag O results. Lag O trials
showed significantly greater accuracy than thosd &g 4 and 16, as was hypothesised.
The longer lags caused participants from thesepgréo make errors in recall between
target words that were studied prior to the testkl and distractor words, that were
presented only in the test block, but on more thiaa occasion. This pattern of within-
group results was not found in the old group in finevious chapter, though it was
reported in the aforementioned studies. Due toetloemflicting results given the same
task and similar groups of old participants in temh CFQ scores and level of education
achieved, further study is necessary to examinelwhesult typifies this form of the
Opposition Task.

A number of differences are evident from the neactime results. As predicted
cross all lag conditions, the old group showed ifgantly slower RTs than the young

group. Both the young age group and the old agepyshowed significant RT increases



at the longer lag conditions compared to lag O.sTpattern of longer lag lengths

associated with slower RTs across age-groups igasito results reported in previous

studies of source memory (e.g. Jennings & JacoB97;1Dywan et al., 2001) and in

previous chapters of the current work. It seems plagticipants, regardless of age, take
longer to react to a word after a lag is imposedardless of the length of lag. The older
group seem especially susceptible to this, withdadRT differences found between lag 0
stimuli and any of the lagged stimuli across cands.

As with the previous chapter, Miss responses sslower RTs than False Alarms
among older participants. The young group did matwsthis pattern. In both Miss and
False Alarm conditions the participant is incorrdxutt the action of recognizing a word
as a distractor despite being a target seems ® #akoll on the RT of the older
participants, though not the younger. As Postmaq) 9osited, thidalse certaintyis not
matched by the accuracy of responses, and the gidap scored significantly lower for
accuracy in these conditions than the younger gr&gstma (1999) discusses this in
terms of the instructions used in experiments,irgjathat conservative instructions
(“Read the words aloud”), as used here, will inseedhe false certainty level in
participants, compared to liberal instructions ¢"Bnd remember the words in any way
possible”).

The ERP data revealed further interesting reshli#h between and within the
groups. The young group showed greater frontaltipdgi for lag 4 and lag 16 as
opposed to lag O for target words, regardless @i ttesponse to those words. For the
parietal area of interest, lag O words showecklidetviation from the baseline, but lag 4

and 16 words showed pronounced negativity in pargealp areas for all conditions. The
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ERP data from the P3 electrode showed marked siti@kacross the response types,
with few significant differences found when comparithe conditions. This apparent
sensitivity only to lag differences has not beeavusly reported. The young and old
groups have topographically dissimilar P3 compasiehtt the old group also shows
significant differences between lag 0 and longes lacross all four conditions in the
parietal scalp areas. The old group has strongip®sieflections for the lag 4 and 16
trials, especially for False Alarms, but the lagi@ls show little such deviation. This lag-
only sensitivity may reveal the specific capacitywhich the lag-based Opposition Task
differs from the normal old/new paradigm, which dento show central-parietal
amplitude changes in relation to correct versusriect responses (e.g. Wilding & Rugg,
1997). These differences were not noted in theeatirexperiment, perhaps due to the
lag-sensitive components elicited.

Comparing between the groups, a number of obwvibffisrences emerged. The
most prominent was at the frontal site, where pumeed positive-going waveforms in
the young group were shown, while the old group padhounced negative-going
waveforms. This mirrors the data found by Swickni8er and Van Petten (2006), who
examined age-related differences in a source metasky finding early positives absent
in their old group, which also showed marked nesgatieflections at frontal sites
(although these were later in the epoch in the Bwtcal. (2006) study, from 600ms as
opposed to 300ms). Swick et al. (2006) showed @mpadvf generally longer RTs in their
study than in the current work, perhaps explairtimg difference in the timing of the
deflections. Anderer et al. (2001) also reportediuced positivity for the P300

component among older participants in a study ditaty source memory. The parietal
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activity also differed substantially between theugps, though not to the same extent as
the frontal differences. The old group showed pasideflections in the 500-700ms
latency, as opposed to the young group, whose ERPsthowed a negative deflection in
these later stages, despite similar early compondnt the groups. These positive
deflections may be a compensatory effect, due ¢olabk of early positivity found at
frontal scalp sites. Functional MRI Studies suchthest by Dennis et al. (2008) have
shown that the prefrontal area produces less gctvring source memory procedures in
older adults even without behavioural deficits asks, which, coupled with the lack of
positive deflections in frontal scalp areas as rgbin the current study, could account
for the poor scores achieved in the task, linkihg ability to differentiate between
sources to the frontal lobe.

However, behaviourally the old group scored abdwvance for their responses,
suggesting that there is some mechanism in placertgpensate for this reduced frontal
activity, which perhaps this activation in parietdes not present in the young group can
explain. The later activity in the parietal areasnpared to a lack of similar activity in
younger adults and longer reaction times for thé gtoup could point towards a
secondary function for the parietal area in old#urlis. While it seems that both groups
have lag-related activity in the parietal scalpaatbe old group also has generally larger
positivities in this region. Czernochowski et a2008) posited that older may use
alternate strategies to compensate for the adedisets of aging in source memory tasks
by recruiting additional brain areas not requirgdte young. Their study was examined

in terms of SES, with those older participants edoas “High SES” achieving higher
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scores than older adults with lower SES. The SHsdfcipants in the current study was
not recorded, and a future study to examine tliecein detail would be beneficial.

The dipole source models generated could be selmd strength to this theory
of alternate mechanisms as compensation. The lagkredrontal or anterior-frontal
dipoles in the old group at earlier latency examirein line with the fMRI findings of
Dennis et al. (2008), who also found reduced preéioactivity in older adults. The later
peak in central scalp areas over the parietal negias found to have putative neural
correlates in the posterior frontal lobe, precunéemporal lobes and parahippocampal
areas, which could point to the use of these drgdke old group to compensate for the
lack of prefrontal activity, which is very evideintthe young group. The longer reaction
times achieved by the old group could also be ssmed by these findings, as the
compensatory effect seems to be less efficient tharuse of the anterior frontal lobe
demonstrated in the young group. Areas such agpénahippocampal gyrus and the
precuneus have been strongly linked to memory large number of past studies, as
mentioned in the introductory chapter (e.g. Goldakt 2006; Uncapher et al., 2006,
Lundstrom et al., 2006). Therefore, it would not berprising to find increased
activations in those areas to compensate for déled activation of the prefrontal areas.

The data reported here are in line with that fobirdprevious researchers that
attempted to map the differences between youngolthgarticipants in source memory
tasks, and also may shed new light into the agtibmoted in the older participants to
allow them to compensate for the hypothesised Idvesital activation levels. The next
chapter will examine the young and old groups frrtim an attempt to expand upon the

results found among the old participants withouwtigally changing the design of the
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experiment or the procedure. Instead, we will ugngle change of instruction based

around the depth of encoding framework of Craik bodkhart (1972).



Chapter 7

A Comparison of Deep and Shallow
Encoding Strategiesfor Young and Old

Adults using the Opposition Task

The Experimenter would like to thank Ms Katheriti® f8r her aid in initial data

collection
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Abstract

The experiments carried out so far have indicatatibhoth age and lag length can have a
detrimental effect on accuracy of response in apoSpion Task. The current chapter
attempts to utilise the levels of-processing framawof Craik and Lockhart (1972, 1977,
2002) to lessen the impact of these two factortheraccuracy of results using the same
Opposition procedure as used thus far. To do st young and old participants were
divided into two groups; shallow encoding and deegoding. The shallow encoding
groups were asked to simply read the words predentthe study phase, while those in
the deep encoding group were asked to put eachsentence of their own devising.
According to the levels-of-processing theory, thasethe deep group should show
increased accuracy during recognition. Our reshitsved that regardless of lag or age,
performance was improved in the deep conditionsomparison to their age-matched
shallow controls. However, reaction time was gehetanger in the deep processing
groups. These results indicate a greater levelrotgssing being used among the deep
groups which seems to lessen the effects of bgtlamal age on results, while increasing

their reaction times, possibly due to the more dempecall of sentences over words.



7.1 Introduction

The previous chapters have shown the efficacy efojpposition task in measuring age-
related changes in source memory, and investigdtiagieural correlates underpinning
the process, with replicated results showing mamylarities. Although the task allows
for a simple analysis of source memory decline a@ialvs us to track deficits across lags
and age, it has not been shown to improve theqgaatits’ source memory capacity.
Indeed, this was never the intention of the tesiis Tchapter will employ a modified
version of the Opposition Task designed to imprpegticipants’ ability to recall the
source of their memories, using a modification dasa the Levels-of-Processing
framework put forward by Craik (e.g. 1972, 2002).

A number of theorists in the 1960s establishedidba that perception involved
the rapid analysis of stimuli at a number of lev@istages (Selfridge & Neisser, 1960;
Sutherland, 1968). Treisman (1964) first propoaelierarchical fevels of analysis”
theory for perceptual processing. In his theorymaetic information (e.g. word
identification and meaning) is processed duringtarlstage of perceptual analysis than
the surface features (e.g. number of letters invioed) (see Figure 7.1). As such,
preliminary stages of perception concern only thgsgal and sensory features such as
angles and clarity, and later stages involve matrithe stimulus with stored semantic
meaning. Treisman’s theory strongly influenced Kraind Lockhart (1972), who
proposed that shallownaintenance rehearsat equal to the repetition of previous
analyses (such as phonemic or graphemic) wheregetiborative rehearsahvolves a

further level of semantic analysis (see Figure.2essence, reading and understanding

18C



the meaning of a word will improve memories forttlwaord over merely seeing the

structure of word without attributing a meaningcontext.

Semantic
(TWlearing, for exaraple

“that picture is of oy
best friend™)

Late Levels

Phonetic
(Sound patterns; for exarple
“that words thyres with jelly™)

Levels of Analysis

Graphemic
rSwrface features, for exarnple “that
word has fove letters™

Early Levels

Fig 7.1: Diagrammatic representation of Treisman’s (1964ydls of Analysis Theory

The original definition oDepth as given by Craik and Lockhart (1972) was “a
greater degree of semantic or cognitive analydikis was found to be too vague and
open to interpretation, leaving the theory exposedmajor criticism. Craik later
developed this idea on deep encoding further, niafgto it as the qualitative processing
carried out on the stimulus, in comparison to shalprocessing. More recently, Craik
(2002) issued a revised and more comprehensiveitigfi of deep encoding, suggesting
that it “refers to the analysis of meaning, inferenand implication, in contrast to

shallow analyses such as surface form, colour,rless, and brightness”. The latest
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definition allows for a stronger description of themcess being examined, although the

definition remains still relatively vague.

Deep

Elaborative Rehearsal
{Semantic Analysis;

Analysing Stinuli at a

IMeaningful Level)

Levels of Processing

Maintenance Rehearsal
{Rote Repetition of Information;
Fepeatedly Analysing Stumuli at the Same
Level)

Shallow

Fig. 7.2: Diagrammatic Representation of Craik and Lockisa(f972) Levels of Processing Theory

To explore the levels-of-processing framework famory research proposed by
Craik and Lockhart, Craik and Tulving (1975) coniac a number of important
experiments. The experiments involved an encodimags@ where experimenters asked
participants various types of questions about tbeds/(to be remembered), with the type
of question being asked reflecting an attempt tmcess the words at different depths.
Shallow encoding was obtained by asking questitosiatypescript; intermediate levels
of encoding were achieved by asking questions attwusound of a word; deep levels
were accomplished by asking whether a word woulthfo a given sentence. After the

encoding phase, some participants were given axpeeed recall or recognition test for



the words; whilst in other experiments participantse alerted to the memory test prior
to the encoding phase. In general, these experinieand that deeper levels of encoding
were associated with higher levels of accuracy langer reaction times on subsequent
memory tests.

The results of these studies showed that partitsgaerformed best on a memory
test when they were asked to make judgements aheuteaning of words at the
encoding stage. Further work by Craik and Tulvi{a§75) demonstrated that when
encoding level is the same for positive and negatlecisions about words, they are
equally well recalled. Also, they found that thetiheof processing effects were robust
across complex sentences for negative response®bpositive ones and that the strong
superiority effect for deep encoding participan@swobust across the isolation effect
(Cermak, 1972) because although the shorter wetdeld to better retention, there were
still significantly higher accuracy scores for desroding participants. In addition, the
superiority effect of deeper encoding was foundéorobust across both slow and fast
presentation rates and even when the recognitiorshallow encoded words was
rewarded and the recognition of deep encoded wwesdsnot. These results confirmed
and extended the findings of previous levels-okpssing research (Hyde & Jenkins,
1973; Till & Jenkins, 1973; Schulman, 1971; 1974).

Memory decline has also been studied in relatiorth® levels-of-processing
framework discussed above and, in general, eadgiiet found that the strong deep
encoding effect was not lost in older adults (&gsenck, 1974). Craik (1977), for
example, examined the effects of deeper encodingeoognition capacity in different

age groups, finding that older participants perfednas well as young participants in the
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deep and shallow encoding groups. Craik therefhesrised that the recall of older
adults was not affected by the level of processisg, their capacity to process
information (which is crucial to the efficacy oftreval) may not have degenerated
naturally with aging. Recent studies have found esosimilar results with elderly
participants, although for the deep processing gsanly, therefore putting an element
of doubt into the theory of Craik (1977).

In a recent study, Jacoby, Shimizu, Velanova anddef (2005) completed an
experiment in which young and older participantsrevasked to either judge the
pleasantness of a study word (deep encoding) amake an O or U vowel judgement
about the word (shallow encoding). Participantsenasked to study both shallow and
deep encoding lists, and to determine which word @m either list in the test phase.
Results showed higher accuracy for the deep engodords regardless of the age of
participants, with accuracy rising from 50% in f&hallow encoding to 80% for deep
encoding, scoring higher than the shallow scorbgesaed by the younger group. Studies
have also examined the level-of-processing effecsource memory in schizophrenic
patients. Failure to use semantic information tocstire encoding, i.e. to use the features
of a stimulus to memorise it, is thought to conitédto severe verbal episodic memory
deficits often found in schizophrenia (Saykin ef 4B91). Ragland, Valdez, Loughead,
Gur & Gur (2006) contrasted the accuracy scorexcbizophrenic patients with healthy
controls and found that there was a significantélef processing effect” (i.e. the deeper
the level of processing, the higher the accuraoyescwere) on word recognition but not
on source memory in schizophrenic patients. Inresit Ragland et al. found a level-of-

processing effect for source memory with the hgattrticipants.

184



While a number of Old/New paradigms have been tigedvestigate the source
memory differences apparent between younger aner gdrticipants, as discussed in
Chapter 1, relatively few have examined the effg@ictiepth of processing on source
memory. Jacoby et al. (2005) found a depth-of-dimgpeffect in source memory with a
group of healthy older participants, but did noamine the findings using a lag-based
procedure. The current study will examine the e#fagsing the lag-based Opposition
Task to increase the difficulty of Old-New judgerterand allowing an examination of
the effects of the lags on the accuracy scorebefieep encoding groups. To examine
the possibility, deep encoding groups, both old ymahg, were asked to put each word
from the study list into a short sentence spokendyland the shallow encoding groups
were asked to simply read each word aloud. ReBolts these groups were compared to
observe whether deep encoding participants hawrghbnt patterns of accuracy scores to
the shallow group, which would show the effect @&pth of processing on source
memory. Also, the groups’ reaction times were caregd as the seminal studies in the
area report that deeper encoding leads to sloveetiom times, which was not found in
the Jacoby et al. (2005) study. The main hypotheme that accuracy will be
significantly higher in the deep encoding groupsnpared to the shallow groups,
regardless of age. The effect of depth of encodimgccuracy over lags does not seem to
be examined in the literature, but we expect thatdeep encoding groups will show less
sensitivity to longer lag lengths as the words Wwél recalled more readily due to deeper

encoding.
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7.2 Method

7.2.1 Participants

The sample for the experiment consisted of 60 @pénts recruited in amd-hoc
manner, divided into 4 separate groups by age ramgeDepth-of-Processing group;
Deep or Shallow. Group 1 (young, shallow) consisiéd5 participants (9 female, 13
right-handed) aged between 18 and 30 years (ra®g281mean=23.8, SD=2.4). Eleven
were currently in % level education, 2 had completed " Bvel course while 2 had
completed a % level course. Group 2 (young, deep) consisted Sfparticipants (7
female, 12 right-handed) aged between 18 and 3@sy@gange=18-27, mean=23.1,
SD=2.7). For this group, 8 were currently ifl Bvel education, 6 had completed & 3
level course and 1 had completed”sl@vel course. Group 3 (old, shallow) consisted of
15 patrticipants (8 female, 11 right-handed) agedéen 60 and 70 years (range=61-69,
mean=65.6, SD=3.8). Within this group, 5 had comeple? level education, 9 had
completed % level education and 1 had completed"detel course. Group 4 (old, deep)
consisted of 15 participants (6 female, 11 rightde) aged between 60 and 70 years
(range=62-70, mean=66.1, SD=2.2). Six of this groag completed" level education
and 9 had completedrdBIeveI education. All participants had normal orreated to
normal vision, and were self-reported free fromgbsgtric or serious memory problems.
All participants fell within the normal range ofedfCFQ. The experiment conformed to
the 1964 Declaration of Helsinki and was approvedtite NUI Maynooth ethical
committee. Participants gave written informed comg®ior to taking part in the study

and were informed of their rights under the Freeduininformation act (1997). The
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experiment was conducted in accordance with thee@ddEthics of the World Medical

Association and the ethical standards of the APA.

7.2.2 Design

The study consisted of a 2x2x3 mixed-factorial expental design, with Age Range,
Depth of Encoding Group and Lag Length being thetois. Age Range was
operationalised on 2 levels: young (20-30 yeard)@d (60-70 years). The Group factor
was also operationalised on 2 levels: Deep andd@halag Length was operationalised

on three levels: Lag 0, lag 4 and lag 16.

7.2.3 Apparatus

This experiment made use of the Opposition Taskudsed earlier (Chapter 2) with a
number of methodological and procedural changesddbhe task consisted of a single
study and test-block with 60 study words as welbasuffers for primacy effects and 5
for recency effects. The longer list was includegarticipants were subjected to a single
study and test list rather than the 6 phases froeniqus chapters. Participants in the
Shallow Encoding groups were instructed to reache&ord in the study list aloud.
Participants in the Deep Encoding groups wereuegtd to put each word in the study
list in a short sentence of their own devising lzsytappeared. To allow for both this
additional task and the increase in words on tbie & 3-second inter-stimulus interval
was used for all participants as opposed to thecB+sd IS| used in the previous chapters.
Each of the 60 study words were presented twicendguthe test phase, and were

presented in a pseudo-random order. Sixty distraotods were also included in the test



phase, with two repetitions of each. In orderxameine the effects of differing lags on
participants’ source accuracy, the target wordsewpeesented for the second time at lags
of 0, 4, and 16 in the test phase. All foil wordsrevalso presented using these three lag

lengths. All other details were as set down in G&Rp.

7.2.4 Procedure and Data Analysis
Participants were first asked to sign an informexdsent sheet in order to show that they
consented to be part of the study, and then to mghe CFQ in order to examine the
extent of their everyday memory problems. They wlen asked to sit in front of the
computer monitor, approx. 100cm from the screeth Wieir hands on the keyboard in
front of them. Participants were requested to sthéyfirst block of words, consisting of
70 words, and were told that they were to rementibese words for a following test
block. Preceding the test block, another set afructions were provided. Participants
were told that if a word from the study block wasgented during the test block, the “S”
key on the keyboard should be pressed. If the ptedeavord was new, (i.e. not shown on
the study block) the “N” key on the keyboard sholld pressed. Following the
presentation of the study and test blocks, paditip were fully debriefed and informed
that all results would be analysed in an anonynoapscity.

Performance accuracy and reaction times were lecthrded during the test phase
of the experiment. A correct response occurred wherparticipant pressed “S” when a
word from the study list (target) was presented anessed “N” when a new word

(distractor) was presented. Reaction times weresuted as the interval between
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presentation of the stimulus and the response avé wecorded for both correct and
incorrect trials. These responses and RTs were=stdoj to mixed factorial ANOVAs

(Age [2 levels], Depth [2 levels], Lag [3 levels}s well as to separate Bonferroni-
corrected paired sample t-tests in order to exartheestatistical significance of the

within-group differences.



7.3 Results

7.3.1 CFQ
All groups of participants were examined for everydapses in memory through the
completion of a CFQ. The young shallow group showedean of 41.3 (SD = 6.17), the
young deep group had a mean of 36.2 (SD = 8.9d)olth shallow group had a mean of
44.7 (SD = 9.01) and the old deep group had a m€80.7 (SD = 5.33). No significant
difference was reported between the groups [F§B=51.012, p>0.05], allowing for the

assumption that all groups were at a similar l[éveéveryday memory problems.

7.3.2 Accuracy

We initially compared the Young Shallow, Young Deépdd Shallow and Old Deep
groups in terms of mean accuracy score to targedsvf-ig 7.3) and to distractor words
(Fig 7.4). The old shallow group showed lower aacyrscores than the young shallow
group across lags, while the young deep group stidwgher scores than the old deep
group. However, the young shallow group did notvglgmeater scores than the old deep
group. The deep encoding groups showed higher acguscores than those in the
Shallow encoding groups of the same age. Bothahiahcoding groups showed higher
accuracy for Lag O trials than Lag 4 or Lag 16l4ridhe deep encoding groups did not
show these lag-related declines. Two 3x2x2 mixedoféal ANOVAsS were conducted
with lag as the within group factor and Age and d&thog group as between group

factors.
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Figure 7.3: Comparison of accuracy of responses to Target dtimyuall groups

In terms of target words, a main effect for lag vimsnd [F (2, 56) = 9.548, p<
0.01] with lag 0 scoring significantly higher thdror 16. Main effects for age [F (1, 56)
=10.622, p<0.01], with young scoring higher thad, @nd for depth [F (1, 56) =6.103,
p<0.01], with deep groups outscoring shallow growyere also reported. There was also
an interaction effect for lag*group [F (5, 56) =744, p<0.01] and for lag*age [F (3, 56)
= 8.124, p<0.01]. Bonferroni corrected t-tests wersed to further analyse these
differences, using paired-sample t-tests for wiipiaup differences. The within-group
comparisons showed a number of significant resktis.the Young Shallow group (blue
bars, Fig 3.7), lag 0 accuracy for targets wasifgigmtly higher than both lag 4 [t (14) =
4,919, p<0.05] and lag 16 accuracy [t (14) = 5.6680.05]. It was found that lag O
accuracy for targets in the Old Shallow group (fputpars, Fig 3.7) was significantly

higher than both lag 4 [t (14) = 5.19, p<0.05] dad 16 accuracy [t (14) = 6.227,
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p<0.05]. However, the Young Deep Group (yellow b&ig 3.7) and Old Deep group
(green bars, Fig 3.7) did not show statisticallgndicant within-group changes
dependent on lag length.

Between the young and old shallow encoding groapaumber of significant
differences were recorded using Bonferroni-adjustests. For target words at lag 0, the
young group had significantly higher accuracy th@nold group [t (28) = 2.37, p<0.05].
A similar significant difference was found for tetgwords at lag 4 [t (28) = 5.194,
p<0.05]. At lag 16 accuracy for target words alsovged a significant difference [t (28)
= 2.12, p<0.05]. Between the young and old deemding groups, significant results
were also found. At lag 16 accuracy for target waadsignificant difference was found [t
(28) = 2.827, p<0.05], as well as at lag 4 [t (283.211, p<0.05]. Comparing the deep
encoding groups to the shallow encoding groupsiefsame age also found significant
differences. At lag 0, the old deep group scorgdicantly higher than the old shallow
group [t (28) = 3.784, p<0.05], as they did at4af (28) = 3.012, p<0.05] and lag 16 [t
(28) = 5.206, p<0.05]. The young deep group scaeigdificantly better than the young

shallow group at lag 4 [t (28) = 3.953, p<0.05] atthg 16 [t (28) = 4.114, p<0.05].



Accuracy for Distractor Words

22 - . ad

20 A1
=
o 18 1 +
‘? 16 -
F
> 14 1 OYoung Shallow
g 12 A H Old Shallow
S 10 OYoung Deep
S s O OlId Deep
< 5
g 6
o 47
= 2

U 1 1 1

Lag 0 Lag 4 Lag 16
Lag Length

Figure 7.4: Comparison of accuracy of responses to Distradtiondi by all groups

For distractor words, a main effect for lag wasnoyF (2, 56) = 6.319, p<0.05]
with lag O scoring significantly higher than lagp416 stimuli. A main effect for age [F
(1, 56) =8.243, p<0.05], with young scoring higt®ain old, was reported, while a main
effect for depth [F (1, 56) =7.913, p<0.05], witkegh groups outscoring shallow groups,
was also reported. There was also an interactiectefor lag*group [F (5, 56) = 3.969,
p<0.05] and for lag*age [F (3, 56) = 4.728, p<0.05]

As with the target words, the deep encoding gramasved no significant within-
group differences based on lag. However, lag Ostifiar the young shallow encoding
group showed significantly higher accuracy scotemntlag 4 trials [t (14) = 2.644,
p<0.05], and lag 16 trials [t (14) = 5.081, p<0.08p differences were found between
lag 4 and 16 trials for the young group. The datanfthe old shallow encoding group

were also analysed for within-subject effects. l0atrials showed significantly higher
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accuracy scores than lag 4 trials [t (14) = 2.483d.05] and for lag 16 trials [t (14) =
4.221, p<0.05]. Between the age groups, the yohafiosv encoding group also showed
significantly higher accuracy than the old shallemcoding group at lag O [t (28) = 5.37,
p<0.05], lag 4 [t (28) = 4.121, p<0.01] and lag[i@8) = 3.41, p<0.01]. However, the
deep encoding groups did not show age-relatedrdiftes in accuracy for any of the
three lag lengths. Comparing shallow to deep emgpdroups, it was found that at lag O,
the old deep group scored significantly higher ttrenold shallow group [t (28) = 3.178,
p<0.05], but this was not reported in the youngugrdAt lag 4, the results were similar,
with the old groups showing a significant differerin favour of deep encoding [t (28) =
5.911, p<0.05], but not the young group. For lag ddih the old deep group [t (28) =
4.219, p<0.05] and the young deep group [t (28)066, p<0.05] outscored the shallow

groups of the same age.

7.3.3 Reaction Times

Reaction time data was collected and analysedlfgr@ps, and compared both between
and within the groups, as with the accuracy res#itgure 7.5 shows the RTs for Hits,

showing that the shallow encoding groups showedeases in RT for longer lags

regardless of age, while the deep encoding graups s less varied RT, although longer
than the shallow encoding groups at lag 0. FiguBedisplays the RTs for Misses, with

the general trend mirroring that of the Hit resulike results in Figure 7.7 are those for
Correct Rejections, again showing RT increases \ath in the shallow processing

groups that are absent in the deep processing gréupally, Figure 7.8 shows the RTs

for false alarms, with a similar pattern, althoutjie lag 16 RTs for the old deep

194



processing group are longer than the shorter lgst 3x2x2 mixed factorial ANOVAs
were conducted with lag as the within group fadod Age and Encoding group as

between group factors.

Reaction Times for Hits
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Figure 7.5: Comparison of RTs of correct responses to Targeuditby all groups

For the RTs for Hits, a main effect for lag wasrfdyF (2, 56) = 7.772, p<0.05].
An effect for depth was also recorded [F (1, 56)2:656, p<0.01], as well as a main
effect for age [F (1, 56) = 8.155, p<0.05] Interacteffects between lag* group [F (5,
56) = 6.013, p<0.05] and lag*age [F (3, 56) = 4,8630.05] were also reported.
Bonferroni-corrected paired-sample t-tests weral dse the RT data to examine within
and between group differences. For the young shatige group, lag O Hit responses
were significantly faster from those at lag 4 [4)* 7.068, p<0.05] and at lag 16 [t (14)

= 6.133, p<0.05]. For the old shallow group, hitdam O were significantly different
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from those at lag 4 [t (14) = 3.895, p<0.05] andagt 16 [t (14) = 3.030, p<0.05]. The
young deep and old deep groups showed no signifttiarences with regards to lag.
Comparing the shallow to deep groups at the twe dgend further significant

result at different lag lengths. At lag 0, both ffseing deep [t (28) = 4.112, p<0.05] and
old deep [t (28) = 6.013, p<0.05] groups were digantly slower at reacting than the
comparable shallow groups. At lag 4 [t (28) = 3,7p50.05] and at lag 16 [t (28) =
4.328, p<0.05] this pattern was repeated amongdhag groups, but not the old group.
Finally, the young and old groups of each deptheveermpared to each other at each lag.
At lag 0, no significant differences were reportexiween the age groups regardless of
depth of encoding. At lag 4, the young shallow grdvad significantly faster RTs than
the old shallow group [t (28) = 4.693, p<0.05] wehilhis did not occur in the deep groups.

At lag 16, no significant differences were record@tbwing Bonferroni adjustments.

Reaction Times for Misses
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Figure 7.6: Comparison of RTs of incorrect responses to Tastietuli by all groups
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Data for Misses showed a main effect for lag [F5&), = 9.915, p<0.05] and for
group [F (1, 56) = 11.609, p<0.01] as well as amediect for age [F (1, 56) = 8.536,
p<0.01]. A lag*group interaction was also reporfed3, 56) = 6.944, p<0.05], as was a
lag*age interaction [F (5, 56) = 5.86, p<0.05]. Boroni corrected t-tests for the young
shallow encoding group found that lag 4 [t (14) 49, p<0.05] and lag 16 [t (14) =
6.281, p<0.05] showing significantly longer RTsrthtéhose for lag O trials. The old
shallow encoding group showed similar results, vaity 4 [t (14) = 5.219, p<0.05] and
lag 16 [t (14) = 5.392, p<0.01] showing signifidgnibnger RTs than those for lag O
trials. Again, the results for the two deep encgdinoups showed no significant within-
group differences.

Between the groups, the young shallow group wasdoto react significantly
faster at lag O [t (28) = 6.142, p<0.05] and 1628) = 4.631, p<0.05] than the old
shallow group. However, the deep groups showedlairTs regardless of age. The
young shallow group was also significantly fasteredact than the young deep group at
lag O [t (28) = 2.947, p<0.05] and lag 16 [t (283866, p<0.05]. The old shallow group
had significantly faster RTs at lag O over the d&kp group [t (28) = 4.593, p<0.05],

though not at the longer lags.
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Figure7.7: Comparison of RTs of correct responses to Distrastimuli by all groups

Correct Rejection RTs showed a main effect for[lag2, 56) = 6.615, p<0.01],
for depth [F (1, 56) = 9.314, p<0.01] and for agg1, 56) = 7.933, p<0.01]. A lag*age
interaction effect was also recorded [F (5, 56) .844 p<0.05] as was a lag*group
interaction [F (3, 56) = 4.215, p<0.05]. Bonferromijusted t-tests fond that lag O
responses were significantly quicker than lag 41) = 5.597, p<0.05] or lag 16
responses [t (14) = 4.975, p<0.05] for the youngllstv encoding group. Correct
Rejection responses in the old shallow group showay O responses as being
significantly quicker than lag 4 [t (14) = 6.292%(05] or lag 16 responses [t (14) =
7.203, p<0.01]. The young and old deep encodingiggoagain showed no results of
statistical significance for lags.

Between-groups analyses found that for lag 0 [) %.022, p<0.05], lag 4 [t

(28) = 4.165, p<0.05] and 16 [t (28) = 3.768, p&).ahe old shallow group showed
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significantly slower RTs than the young shallow gypwhile the young and old deep
encoding groups did not show significant differenc€omparing the age groups for
differences between shallow and deep encoding fahatl amongst the two young
groups at lag 0, the shallow group were signifityafatster than the deep group [t (28) =
5.517, p<0.05]. This patter was replicated at ldg(28) = 6.223, p<0.05] though not lag
16. The old shallow and old deep groups were saanfly different in favour of the

shallow group at lag O [t (28) = 3.549, p<0.05].

Reaction Times for False Alarms
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Figure 7.8: Comparison of RTs of incorrect responses to Distriastimuli by all groups

Finally, for False Alarms, a main effect for lagsMaund to be present [F (2, 56)
= 7.811, p<0.01] along with a main effect for deffth(1, 56) = 9.183, p<0.01] and for
age [F (1, 56) = 10.057, p<0.05]. A lag*age intéicac effect was also found [F (5, 56) =

4.94, p<0.05] along with a lag*group interaction(§ 56) = 5.045, p<0.05]. Following a
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series of Bonferroni corrected t-tests, it was fbdhat in the young shallow encoding
group, lag O trials again showed significantly lowenes than lag 4 [t (14) = 5.014,
p<0.05] or lag 16 [t (14) = 6.606, p<0.05]. Thetpat of RTs for the old shallow group
adhered to the same pattern as the young groupalse Alarms, with lag O trials again
showing significantly lower times than lag 4 [t J14 4.868, p<0.05] or lag 16 [t (14) =
7.699, p<0.05]. The young and old deep encodingpgagain showed no statistically
significant results.

Comparing the young to old groups based on encodepih, the deep groups
were not found to have any significant differencesile the young shallow group
showed lower RTs than the old shallow group atddg(28) = 6.718, p<0.05], lag 4 [t
(28) = 5.934, p<0.05] and lag 16 [t (28) = 3.726005]. The young shallow group was
also found to respond significantly faster than yoeing deep group at lag O [t (28) =
5.207, p<0.05], lag 4 [t (28) = 4.166, p<0.05] dagl 16 [t (28) = 7.223, p<0.05]. For the
corresponding old groups, differences were founth@tO [t (28) = 4.685, p<0.05] and
lag 16 [t (28) = 3.598, p<0.05].

The accuracy results for the shallow groups shewngar pattern to the previous
findings, with lag 4 and lag 16 results for botle agoups being significantly lower than
those at lag 0. The deep encoding groups scoredraBnhigher than their shallow
counterparts, but while the young group outsconedald group, the lag effect seems to
have been lessened considerably. For RTs, theoshadisults again mirrored our earlier
findings, but the deep groups showed some integgslifferences, with generally longer

RTs than the shallow groups, and a loss of lagébédgterences.

20C



7.4 Discussion

The results for the current chapter show strondendge for a depth-of-processing effect
using the Opposition task, Regardless of age. Hladosv processing groups replicated
the findings of the previous chapters, with lagcOres for both accuracy and reaction
times being significantly better than those at4agr lag 16, regardless of the age of the
participants. Also, the differences between thengpand old shallow processing groups
mirrored the results found previously, with theesldjroup consistently showing lower
accuracy and higher RTs than the comparative yauggeup. Within the shallow-
processing older group, a lag effect was found @¢opbesent, as in Chapter 6 of the
current work, though absent in Chapter 5, usingoadly similar group of healthy older
adults. This seems to suggest that results fotasle conform to those found in earlier
experiments such as Jennings and Jacoby (1997Ppwvdn, Segalowitz and Webster
(2001). The results for the groups requested toga®the study list more deeply showed
profound differences in the pattern and accuracygamres than those in the shallow
processing groups. Firstly, any lag-based diffeesngeemed to disappear, with greater
accuracy and longer RTs demonstrated with no sogmf differences between lags.
Further, the age effect found within the shallowugrs was diminished, especially at lag
0, with large increases in accuracy demonstratettidoyld deep encoding group over the
shallow encoding group.

The use of a simple method of increasing the lefedncoding by participants
seems to allow for a significant increase in accyidavels. While this result has been
shown using a number of paradigms, it has not be&amined with old participants using

an opposition-based source memory task. The madasistudy to the current chapter is
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that of Jacoby et al. (2005), who carried out ara®unemory Old/New style task on

young and old participants, with participants deddnto a Deep and Shallow condition.
In the deep condition, participants were asked ai@ 1study words on a pleasant —
unpleasant scale, while the shallow condition nyenedjuested topographical information
on the word; whether it contained an O or U. Theults found by Jacoby et al. are
generally similar to those reported in this chapiére major difference between the two
studies is the inclusion of lags in the currentptég in an attempt to examine if the

repetition of target and distractor words would rdese the effect of deeper encoding.
Therefore, the lag O results found herein wouldrdneghly analogous to those results
found by Jacoby et al. (2005).

In our experiment, the young deep processing gsagred the highest results,
with accuracy levels of ~90% for targets. The Olekem processing group showed
accuracy levels of ~80% for targets. The Jacolal.ettudy gave results of ~60% for the
young shallow processing group, significantly lowvitesin the old deep group, which was
not replicated here. In both the current study #redJacoby et al. study, the old group
with shallow processing scored lowest, with ~50%uaacy reported by Jacoby et al.,
compared to ~55% in the current study for lag @oaeses. The results of the Jacoby et
al. (2005) study closely resemble those found enl#ly O condition in the current study,
although are generally lower. This would be expéctes the lag 0 condition is the second
presentation of the word, directly following thesti presentation, which may act as a
primer, thereby increasing the accuracy for the@isegresentation. However, the results

are broadly similar.



Jacoby et al. (2005) found no differences betwéenRT data of the two young
groups, which differs from the current study, wRT data for lag O trials showing
significantly longer for the deep processing grolipose experimenters did not report the
RTs for the old groups, so a comparison cannot dgemHowever, the studies by Craik
& Tulving (1975) found a trend for longer RTs inogps involved with deeper
processing over shallow processing. Our results beynterpreted as the participants
repeating the sentence the word was placed in gluhie study phase. While accuracy
and RT is not generally inversely graphed in mentesys, the processing involved with
the deeper encoding over the shallow encodingreéealling the sentence rather than
merely a word, can account for the longer RTs li@r iHits and False Alarm conditions.
For the two conditions where words are recogniseddiatractors, either correctly
(Correct Rejections) or incorrectly (Misses), tbader RTs could be linked to a similar
trend in searching sentences rather than wordseotrthe stimulus as a target.

Another comparison comes from Ragland et al. (2006p examined the source
memory capacity of young healthy participants amingared them to a frontal
lobectomy patient group with schizophrenia. Thegthas found a similar pattern of
results to those shown by the young group in threeat study. That is, a higher rate of
correct source judgements for target words encoeegly than those that were encoded
in a shallower manner. The schizophrenic group sldowo significant differences
between deep and shallow encoding, pointing to catdl-lobe oriented process,
according to the authors. Our findings, that thdeolparticipants showed ameliorated
performance based on deeper encoding, suggesthiéathave retained the functions

related to encoding specificity, or, as in the ppas chapter, the longer RTs over the
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shallow encoding group, combined with higher accyranay be linked to the use of a
compensatory mechanism to make up for any log®tdl processing.

The results for the differences between lags irdéep processing groups were as
hypothesised, with those participants showing $icamtly less susceptibility to the
effects of the longer lags than the shallow praogsgroups. While the reaction times
were longer, possibly due to internal repetitiontlod encoded sentence, the accuracy
results were higher than the shallow processingiggoand showed a plateau effect
across both deep processing groups. Both old anchgy@articipants showed no
significant effect for lag. This may be due to #meliorating effect of deeper encoding,
with participants recalling words as studied or rregardless of repetition or lag length
as a sentence was either recalled or not. Thersmgeecalled may have given context to
the word, allowing for simpler differentiation beten the old and new words.

The results show a large increase in accuracylibparticipants over the control
group and the previous chapters, based on a sipnjpleiple. It seems that, as Craik and
Lockhart (1972, 1977, 2002) put forward, concemitaton a stimulus and giving it
context or an additional point of reference, beyonbbur, font or capitalisation, allows
participants to greatly increase their memory ghiliegardless of the difficulty of the
task. The use of a simple method involving onlycpilg a word in a sentence is enough
to significantly increase accuracy. While this isfiading replicated many times
previously, using such a method to combat the cofuof reported source memory
deficits (e.g. Jennings & Jacoby, 1997) has yehlme@mined beyond simple Old/New
paradigms. The current results allow for the exjmensof the depth-of-encoding

framework into a new area; that of repetition-basedrce memory deficits in older
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populations. Therefore, the next step forward wdaddto examine similar groups using
the same paradigm while recording from scalp EE@&hS study could examine whether
parietal or other areas are active at later stagése older population as was found in
Chapter 6, or if the introduction of the deeperashieg level causes a more profound
change to EEG, including increased frontal actratover a shallow encoding group.
fMRI could also be used to examine the phenomeparted in the current chapter, as by
examining the changes in blood oxygen in differ@mias between the groups would give
a valuable insight into which areas are differdiytieecruited by the shallow and deep

encoding groups of different ages.
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Chapter 8

General Discussion
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8.1 Overview of results
The thesis examined the behavioural, electrophygichl and neural differences found
between young and old adults in terms of theirtgitb recall the context of an encoded
memory, known as source memory, and to investigaether the use of simple memory
strategies based on the depth-of-processing th@orgik, 1972, 1977, 1992) would
facilitate performance in either or both groupsrtker, we wished to study whether a
middle-aged group would differ significantly frorhet young groups or if they would
show some decrease in source memory recall alsiityilar to the old group. To begin
these analyses it was necessary investigate tlaenpéers of the task itself, which has
been used by many research groups since it wagalhigdevised. As such, in Chapter 2
we examined the effect of a number of differing leiggths. The accuracy results varied
while RT data showed increases that correspondé&fjttength. These RT results led to
the design of the second part of the chapter, wlxamined whether increasing the time
between the study and test blocks would changeabii#y of participants to recall the
study words accurately and quickly. For this taskliong lag of 16 was included to
compare with lag 0, along with the inclusion ofa@ l4 condition, as an intermediate
between the immediate and long lags. The resultshsf experiment showed no
difference in accuracy between groups that wereadiately tested following the study
block, and those that were tested either an how@4ohours later. Again, the RT data
showed increases for the lagged stimuli over tHagged, while in terms of accuracy, a
trend of decreasing accuracy was found for targetie; though it was not significant.
These results allowed for the creation of a thHageformat for Chapter 4, with lag

0 as the immediate (control) lag and lag 4 and déhase to be compared. The lag 4



condition was included to determine if there wagadual change in EEG data between
an unlagged stimulus and a long lag, or if bothgéah stimuli showed similar
topographies. Behaviourally, the lagged conditi@mwed significant decreases in
accuracy compared to lag 0, and showed little diffee between lag 4 and 16 while RTs
showed a significant increase for lag 4 and 16 aeygb to lag 0, with similar results
found again for the lag 4 and 16 conditions. TheSHEEata showed a general trend of
frontal activity from ~300ms onwards, with greateean amplitudes for the lagged trials
over lag O in the four experimental conditions. Tparietal data showed a later
component, from ~450-750ms; lag 4 and 16 trialswsb significantly less negative
deflections to those trials at lag 0. The dipolalgsis carried out following this gave two
dipole in frontal areas at lag 16 for hits compaiedne at lag 0, and a parahippocampal
area dipole for the longer lag that was absent@ immediate lag at the 350-400ms
epoch. At the later 550-600ms epoch, False Alaratstshowed parahippocampal area
activity at lag 16 though not at lag 0, as welfasher parietal/temporal activity around
the insula.

Chapter 5 used the same Opposition Task as Chapfterexamine how source
memory recall ability changes over the lifespanotigh a behavioural experiment
comparing groups of healthy young (20-30), middjeeh (40-50) and older (60-70)
adults. The data showed that young adults prodresdts similar to those from Chapter
4. The middle-aged group scored a similar pattémesults to the young group, with no
between-group differences reported in accuracyeaction time. The general pattern of
results within the old group did not mirror thisitiwvlag 4 and 16 stimuli showing no

significant decreases in accuracy and increasdéRTirover the lag O trials. However,
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between the groups, the old participants had sagmfly decreased accuracy compared
to both the young and middle-aged groups, as wedhawing significant increases in RT
compared to the two younger groups, especialllafpged stimuli.

Due to the similarity in the behavioural resultsiid between the young and
middle-aged group, Chapter 6 examined the elecysiplogical correlates of source
memory in young and old adults. Again, the OpposiiTask was used, and behavioural
results for both groups were functionally similarthose found by the analogous groups
in Chapter 5, apart from finding the lag effecb®present in both young and old groups,
as had been expected. The ERPs for the young gveteagain similar to those found in
Chapter 4, showing frontal area positivity and @taili variations between the lags. The
old group showed a pattern of early frontal negigtiiln comparison to the positive
deflections in the young group, followed by latebQ0ms+) parietal scalp area positive
deflections. Again these were different from theimyanegative deflections shown by
the young group during the same epoch. Source sinalas carried out to compare the
two groups at lag 16, revealing that the older greblowed fewer frontal dipoles at the
early epoch, instead showing generally temporal pawdetal sources. The later epoch
showed a distributed pattern of dipole sourcestfer young group, with temporal,
parietal and frontal areas showing activation, carag to a more clustered model for the
older adults, bilaterally around the parietal |almel posterior areas of the frontal lobe.

The final chapter examined the behavioural chafgesd when a group of young
and old participants were asked to engage a ddepelr of encoding of the study list
through placing the stimuli in sentences rathen tieeding them aloud. The young deep-

encoding group scored higher than the young shadiogoding group at lag 4 and 16,



although with longer RTs. The old group exhibitedigr data, with those who encoded
more deeply showing results comparable to the ®hatincoding young group, although
again with longer RTs. As in Chapter 6, a lag dffigas present in both young and old
shallow processing groups, which echoes the firslwfgearlier studies in the area. This
seems to point to the results of Chapter 5 as kaognalous, as no lag effect was found
in the old group therein. It is possible that thisup was misrepresentative of a healthy
older population despite the similarities found @FQ scores and educational level
achieved. Further studies in the area might befrefih a deeper analysis of participants’
cognitive ability beforehand. Although this wouldeate a longer study for elderly
participants, it would aid in creating a more regergative sample of the population being
studied. While the experimenters used educationeaedyday memory as a broad index
of normal cognitive ability, the introduction ofrther assessors of memory, such as the
Everyday Memory Questionnaire (EMQ) could lead taae fully characterised sample,

and thus, more replicable and reliable results.

8.2 Context of theresultsin theliterature

The behavioural results reported herein can be tgeganerally mirror those reported by
a number of previous studies in the area. ThemalgDpposition Task study by Jennings
and Jacoby (1997) exhibited that lagged repetitafngistractor, or foil, words caused a
detrimental effect on recognition of the contextihich the word was encountered. This
conclusion was the basis of the research of Dywarh €1997, 2001, 2002), Mathewson
et al. (2005) and Bridson et al. (2006) all of whoeport that, behaviourally, a new

stimulus repeated at a lag may be mistaken foinauis from a study list, and that this
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problem was more prevalent in an older populatiso, this decrease in accuracy was
usually found to have an associated increase ictiopatime, again exacerbated by old
age. Despite Jennings and Jacoby (1997) examihmeftects of a number of lags and
pointing to this as one of the strengths of theag@m, the general trend in other studies
has been to use a control (“lag 0” condition) and &urther lag. The behavioural nature
of this original study means that an electrophysgiaal examination of differing lag
lengths has not occurred in the literature to date.

Chapter 4 examined this using a short lag of 4atohg lag of 16. As evidenced
by the ERPs recorded from the young adult partidgahe lag 4 and lag 16 waveforms
show a great deal of similarity, despite their oog differences with the lag O trials. This
suggests that, as found behaviourally by JenningsJacoby (1997), regardless of the
length of lag or the correctness of response ttredaction of any lag in a test phase
causes a neural pattern distinct from unlaggedstridowever, while this lag-based
pattern is present for all conditions, it differspographically between correct and
incorrect conditions. The dipole source analysisied out in Chapter 4 supports this,
showing frontal and medial temporal dipoles in gged trials at both lengths, though
not in the lag O trial. This seems to link theseaarof the cortex with the more difficult
task of recognising the source of a lagged triainpared to the simple recognition
necessary to correctly identify an unlagged stimufBiven the importance given to the
parahippocampal area in memory processing (e.gelN&dMoscovitch, 1997), it is
unsurprising that the area is implicated in theeeal of source memory, especially those
more remote from the first representation. Goldle¢2006), for example, implicated the

parahippocampal region in source memory retrievahg fMRI with brain injured
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patients. Findings by Dennis et al. (2008) alsggsist the recruitment of prefrontal areas
and hippocampal connections during source retri@arad Slotnick, Moo, Segal and Hart
Jr. (2003) found activation in frontal areas fasarce task based on shape information
rather than words. The electrophysiological resufttkained from the two lags in Chapter
4 show a number of other similarities with estdi®is$ results, with frontal activations
greater for the lagged stimuli over the unlagged &r Hits over other conditions,
showing greater activity for correct recognition tafgets, as found by Dywan et al.
(2001). Event-Related Potential data from Old/Néwdies (e.g. Wilding & Rugg, 1996,
1997) have shown frontal and parietal areas as ctste for the process used for
distinguishing between previously presented words those that are presented for the
first time. The results found here showed greabsitjvity for the P3 in frontal areas for
lag 16 responses (both targets and distractorsy.atso elicited greater positivity for the
parietal P3b at lag 16 than at lag 0. This can riierpreted hand-in-hand with the
Old/New data, in that the frontal bias for correztponses becomes more pronounced as
lag length increases. ERP and dipole sourceseslitiy short and long lags in Chapter 4
is similar to those reported previously, and toheather, pointing to both recruiting the
same source-memory recall processes absent imtagged trials.

Source memory studies, as mentioned repeatedlydhrthe thesis, have clearly
reported interesting and important findings, butasv in the designs is evident. While
young and old adults are frequently compared (dathewson et al., 2005) there is little
evidence of an examination of source memory intierao lifetime deterioration, while
other memory types have been so studied (e.g. &adk 1996), finding that healthy

middle-aged participants tend to be free of memdsficits compared to older



participants. Jennings and Jacoby’s (1997) cormiugihat source memory may be a
useful method of examining early deficits had ne¢rb studied previously in this regard.
The differences between young and old groups haen lwidely reported, but the
addition of a middle-aged group matched to theragneups by CFQ scores in Chapter 5
represents new ground in the study of source mem®dhe results reported are
informative. The older group exhibits a clear deficy in comparison to the young
group in both accuracy and reaction time, as ergedtie to the wealth of studies in the
area. The results of the middle-aged group showemavioural differences from those of
the young group, with near-identical accuracy awattion time scores. These data point
to the onset of deterioration in source memoryltedtality occurring after the age of 50
but before the age of 70 a result as yet unreparndtie literature. The absence of a
deficit in the middle-aged group shows that whderse memory may be susceptible to
ageing even among healthy older adults, it is eeessarily useful to study it as a sign of
early-onset memory problems in normal ageing. Tlrdusion of a middle-aged group
with pathological memory problems could allow figtlexamination of this decline, and
conclude whether examining source memory changelsl dme useful in indexing such
pathologies.

The electrophysiological examination of older a@slauring the Opposition Task
was central to the thesis, and Chapter 6 compared@toup to a group of younger adults,
again examining ERPs and dipole models. Parietalpsarea recordings showed an
increase in positive deflections for the old grauger the young group at an epoch of
~500ms onwards, which is similar to the resultsoregal by Dywan, Segalowitz and

Webster (2002). However, the frontal scalp datavsha lack of positivity in older adults
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that is evident in the young group, and in the daftaDywan et al. (2002). While
Mathewson et al. (2005) found higher positivity amga young group following lagged
stimuli compared to an older group, their use akgponse-locked analysis makes it
difficult to compare with the results reported hereSwick, Senkfor, and Van Petten
(2006) found that older adults showed left fromalativity in the 600-1200 ms in a
source memory task that was absent in young adattssuggested that this reflected the
use of alternate strategies in older adults thaewet needed by young adults. This may
be the case, as while there were clear behavidefadits in the old group compared to
the young group in Chapter 6, the lags still shoaetkcrease in accuracy compared to
the unlagged controls. This suggests that whiler&tults may have source memory
problems, they are not scoring at a behaviourarflevel, indicating that an alternate
neural correlate may exist for older adults comgadcethat of the young group in PFC
and MTL areas. While later than the negativity fdun the current thesis, the similarity
is present. The late parietal positivity, knownaatate positive component (LPC) has
been linked to familiarity (e.g. Rugg & Doyle, 199&nd to effortful recollection (e.g.
Wilding & Rugg, 1996). Rugg and Doyle (1992) used @d/new study of lexical
decision making, finding greater positivity was g@et over parietal areas when words
were correctly recognised as seen previously. Wgdand Rugg (1996) examined the
difference between a simple old/new recognition amate difficult voice recognition
experiment, again showing increased parietal aositipity for the more effortful task.
An increase in the positivity of this component amdhe older group may therefore be
indicative of an increase in the effort used bydlteparticipants to recollect an item they

see as familiar. More generally, Moscovitch and &ur (1995) argue that frontal area
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deficits are strongly linked to episodic memory ldemns in older adults. Duncan and
Owen (2000) go so far as to conclude that the &lolobe is a necessary part of most
forms of cognition, including both working and emi&c memory. Therefore, any
lowering of frontal area activity during a task Vabe seen as an indicator of decreased
accuracy at the task. Duncan and Owen point totaomk of areas within the PFC,
dorsolateral, ventrolateral and anterior cingutatgex as central to these processes, 3 of
which showed dipole activity during correctly rdedl stimuli. They concluded that
Much of the remainder of frontal cortex, includimgost of the medial and orbital
surfaces, did not show these changes in activaiithile the results of the current work
seem to give strength to Duncan and Owen’s (26@@tal Specificitytheory, the broad
nature of their conclusions, which includes linkipgrception, response selection,
executive control, working memory, episodic memany problem solving to the frontal
lobes, is too wide a research base to draw spedfclusions from.

It has been found that the prefrontal cortex pigdies in the process of inhibiting
irrelevant and interfering information (Lepage, @aa Nyberg & Tulving, 2000), and
that patients with traumatic brain injuries (TBd) the prefrontal lobe are more prone to
interference by irrelevant information, and theatien of false memories (Dockree,
O’Keeffe, Moloney, Bishara, Carton, Jacoby & Robert, 2006). Dockree et al. (2006)
proposed that these patients are “captured” bylhigbcessible responses which leave
them unable to engage in proper recollection afrmftion. This model fits the current
data, where a lack of activity on the scalp abawedipole sources in, the prefrontal
cortex correlates with fewer correct responsestarah inability to discriminate between

target/relevant words, and distractor/irrelevantdsan the older group.
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Dipole modelling, while not a metabolism-based hmdtof mapping the neural
correlates of cognition or behaviours, allows resears to attempt to bridge the gap
between EEG data and neuroimaging techniques sufiRil. The data found in the two
ERP chapters in this thesis reflect this, showimgimber of similarities with established
results on the brain areas related to memory fanstifound by those functional
techniques. The prevalence of frontal and paridables across the conditions and the
increase in frontal dipoles among young adultsaayestages and parietal dipoles among
the older participants at later stages is not atsodith the findings of more general
memory studies. The addition of parahippocampad aipoles for lagged stimuli over
unlagged stimuli is also not surprising, given teatral role given to the MTL by major
memory theories such as the Classical Consolid&ttmory (Squire & Alvarez, 1995)
and the Multiple Trace Theory (Nadel & Moscovitd997, 2002). Given the specific
nature of the memory being studied and the recgrdiathod used in the current work, it
is difficult to conclude whether the MTL is actiemly during difficult source memory
tasks or for all conditions to a greater or lessdent. The increase in MTL activity for
the longer lagged stimuli points to an importaner@r the structure in the accurate
processing of source memory, but does not nega&tebdisis of either of these major
theories of memory creation and retrieval.

The increase in dipoles in these three areas fygeld stimuli points to the
recruiting of the main areas involved with memorggessing in general, but the data
reported here suggest that young adults use framégls and MTL structures to better
recall the source of a memory. For older adults, |tk of frontal dipoles seems to be

linked to the deficit in their performance, but timerease in later temporal and parietal

21¢



dipoles seems to show a possible migration of fangts adults score above chance for
the lagged words. Swick et al. (2006) theorised #imaalternate system may be used by
older adults to recall source, and this LPC and@&ated dipoles may be such a system.
Without this increase in the LPC, and the appayemtisociated recruitment of parietal
and temporal areas not used by the young grougp pidssible that the interference effect
discussed by LePage et al. (2000) and examinedolokrBe et al. (2006) in TBI patients
could further reduce the accuracy of their resppn$be use of these systems, which
occurs later than the frontal activity in the yougigup, seems to be sub-optimal, as
results remain lower than the young group, and riight also be linked to the general
increase in reaction times found among the oldettaécross the studies carried out in
the thesis. While the MTL and PFC are most commamiylicated in source memory
processing, the parietal area has been found t® hawle by Ragland et al. (2006) using
an fMRI source memory task. Uncapher, Otten andgR2606) used colour and location
recall, finding that the parietal area, particylafie intra-parietal sulcus (IPS), was the
only area to show activity for responses which wargect for all details. Lundstrom et
al. (2005) also found strong activations in thetposr precuneus of the parietal lobe
during a source memory task of word recall. Thesellts point to a central role in the
process of recalling source memory accuratelyHferparietal area. As such, if the ageing
process interferes with frontal lobe functioningcreases in activity in these areas
already linked to source recall could be seen asnbst likely indicator of a migration of
function.

The final experiment examined if a simple chamgestruction could lessen the

effect of lag or age on the results of the Oppasifiask, using Craik’'s (1972, 1995,



2002) levels-of-processing framework. The resuitswsthat increased processing during
encoding leads to increased accuracy in recalhduhe test phase. The younger deep-
encoding adults showed an increase in accuradgdged stimuli, regardless of length of
lag, to levels comparable to unlagged stimuli, msalder adults asked to process the
study list more thoroughly. While it did not comigly remove the effect of ageing on
source recall, it showed an ameliorating effecatbhagged stimuli. Jacoby et al. (2005)
found similar results using an unlagged sourcellrstady, but the effect on lags has not
been examined. The results clearly show an increasecuracy, and the lack of the
associated decrease in RT could be attributedetditfher-level processing necessary for

recall of a sentence over a word, and not duesfzead-accuracy trade-off.

8.3 Implications of findings

8.3.1 Source Monitoring Framework

The source monitoring framework (SMF; Johnson, 1988hnson, Hashtroudi &
Lindsay, 1993; Mitchell & Johnson, 2000) attributkeughts and emotions experienced
as memories to sources of past experiences. Mesnangenot explicitly recalled as from
a certain source; rather the many aspects of theameés context recall its source
implicitly. This allows for the conclusion that threore cues you are given about the
original memory, the more accurately you will rédalLindsay and Johnson (2001) give
the example of a friend calling on the telephoneeyrmight be recognized immediately
if their greeting evokes a recall of events in whibe speaker made similar utterances,
but a failure in this implicit source recall migletad to recognition taking a longer time.

However, likelihood of accurately recalling the lealincreases as they provide more
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information. A false memory occurs if these thowsgleelings, emotions etc. from a
source are erroneously attributed to another soufbés theory has a basis in the
phenomenon of false memories in children for traticrevents (e.g. Loftus, 1993; Lynn
& McConkey, 1998) and in problems with eye-witndsstimony (e.g. Gudjonsson,
1992; Wells, 1993). At a basic behavioural leved indings of the thesis are in line with
this framework, with the prevalence of false alamnsl increase in difficulty of source
recall with the introduction of lags. It perhapggests that these lags are the interfering
information that the SMF would see as causing esnepus attribution of source.

This finding may be obvious; however, other aspedtthe framework are that
concentration and feature processing at encodmgnagportant for recalling attributes of
source. Since the source is a mixture of contextiatmation and cues, a greater degree
of attention and a higher level of processing abeing should result in greater accuracy
in the recall of the source of a memory, especialhen rehearsed (e.g. Johnson, Raye,
Mitchell, Greene, Cunningham & Sanislow, 2005; Beanmarella & Fairfield, 2008 for
a review). Johnson et al. (2005) found that if veoneere refreshed or repeated in a study
list, accurate recall increased in the testing ehasith a linked increase in PFC
activations using fMRI. Mammarella and FairfieldO(B) theorise that the working
memory (WM) system is involved with this featurading. The findings in Chapter 7 of
this thesis can be seen to add a degree of strémditte hypothesis put forward, in that
those participants asked to pay more attentiomeostudy list and to more fully engage
with the stimuli during the encoding phase, whettieough the introduction of more
semantic information or through the creation ofirereased level of attention through

repetition, showed a significant lessening in exmirsource attribution, regardless of lag



length or age, over those who were asked merehedd the list aloud. The SMF can
therefore be seen as a useful method of examinatgonly the difference between
imagined and real events, but can be expandedliadie temporal sources as used in the

Opposition Task.

8.3.2 Source Memory Processes
Glisky and Kong (2008) review a number of electiygiblogical, imaging and patient
studies in the area of source recall and diffea¢edi source memory from episodic
memory, pointing to the frontal lobe and prefrorgedas as to having the central role in
source recall. Their review links Brodmann’s AréB#\) 10, 44, 45 and 47 to source
memory over other types of memory, all of which ardrontal and prefrontal areas.
While they mention that some studies (e.g. Golal.eR006; Schwerdt & Dopkins, 2001,
Thaiss & Petrides, 2003) also implicate the MTLsource memory, it is believed that
these areas are active due to the general memopegses involved, rather than the
explicitly source memory processes. The dipolesndoun the electrophysiological
chapters lend a certain amount of evidence tovikispoint. Young adults were found to
have two frontal dipoles at lag 16 in BA 10 andb8th frontal areas at longer lags,
compared to one frontal dipole, at BA 10, for thdagged information. Glisky et al.
(2001) found that even a difficult item memory tadikl not show the same level of
frontal activity as source tasks.

The introduction of MTL structures, though largeyored by Glisky and Kong
(2008), has been found in a number of studiesyudiie those mentioned previously as

well as in working memory tasks that include soumech as the work of Mitchell,
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Johnson, Raye, Mather, and D’Esposito (2000b), wingicated the right frontal lobe
and left hippocampal formation (HF) in binding soeito an event, which they suggested
might be an absent or deficient process in oldattadThe current study certainly shows
findings that agree with that, with the young pap@ants’ lagged trials showing both
frontal and parahippocampal activity absent in ¢ho§ the older participants. It seems
that it is this lack of ability to bind an item #t$ source through the use of the HF and
PFC that impairs the source recall of older adéltsput forward by Swick et al. (2006),
they seem to use a compensatory process basedlgratetal and temporal areas, which
are not engaged to the same extent by the youngpgas the source recall has been
successfully completed using optimal areas. Thelteesuggest that these compensatory
mechanisms, while sub-optimal, go some way to &teng the problems older adults

have with their ability to bind a specific memooyd specific context, or source.

8.3.3 Alzheimer’s Disease

Alzheimer's disease (AD) is characterized by a puofl deficit in episodic memory, but
patients with AD have also been repeatedly foundsudfer from source memory

problems to a greater extent than healthy oldeltsade.g. Mitchell, Sullivan, Schacter &

Budson, 2006). Patients with the disease exhilghifstant atrophy of important

neocortical regions such as the temporal lobestaral lesser extent, the frontal lobes
(e.g. Juottonen, Laakso & Insausti et al. 1998;, Adbarrington, Freeborough et al.,
1996). These findings lend strength to the hypashpsat forward by Johnson et al.
(2000Db), that both the MTL and frontal lobe are essary for correct attribution of

source on a stimulus. Interestingly, Pierce, Warigghacter and Budson (2008)
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examined source recall in young, old and AD pasiersing a simple depth-of-encoding
procedure, though not through the use of lagseéusthey asked patients to study either
words (for the shallow group) or words with a matchpicture (for the deep group).
They found that while deeper encoding aided sowcall in young and old adults, as
found by the current work, those patients with Al dot show an improvement in
source recall with deeper encoding. This implieat turther connections exist than
merely between the HF and PFC or a compensatonhanésn in the parietal and

temporal areas, as MTL atrophy is a common paftib{Juottonen et al., 1998).

8.4 Future Directions

The Opposition Task as laid out in the currentithéas been found to be a robust and
reliable index of simple source recall, with beloaval, electrophysiological and dipole
model findings showing a high level of similaritgtiveen Chapters 4-7. As such, the task
could be used as the basis of further investigatidhe area, in terms of both normal and
abnormal ageing. The effect found in Chapter 5hwtiddle aged participants scoring
comparably to young adults and the steep droprofberformance found in the older
group warrants further investigation, perhaps i addition of a further intermediate
group aged 50-60. The results found for these “Middle-Aged” adults would be
extremely useful in examining whether source menmgblems occur during a more
specific time period or if a gradual decrease iseobable between the previous middle-
aged and old groups through this new group. Antelphysiological examination of

these groups may also prove beneficial, to examimether middle-aged participants are



engaging frontal and MTL areas for source recalif there is evidence of a migration of
function to more parietal areas such as the presune

However, Vandenbroucke, Goekoop, Duschek, Netekenlbaijer, Barkhof,
Scheltens &, Rombouts (2004) bring up the probldnmter-individual differences in
studies of ageing, examining fMRI data on an imdindl and group basis in older
participants during an episodic memory task forefaecall. They found that, while
individually, correctly encoded words showed changeMTL structure in the majority
of participants, the high variability in both volemand area of activation within the
structure meant that these findings were not predwehen the group was analysed as a
whole using a standard brain atlas.

The findings of Chapter 6 give a good deal ofghsinto the differences between
source memory recall in young and old adults, il electrophysiological and neural
correlates of the task lending strength to estabtilgesults and adding to them. However,
the use of dipole modeling is not as powerful d &mothat of functional imaging, and an
fMRI study using the same task on a young and otdig could certainly give further
useful information on the possible existence of pensatory mechanisms in older adults
for source recall. This research direction also e®mvith a caveat due to recent findings
on the use of methods such as fMRI with older pafns. Studies have found that age-
related problems with memory may be due in padistraction from impaired inhibition
of task-irrelevant input during encoding and reaile(Dockree et al., 2006). Stevens,
Hasher, Chiu and Grady (2008) suggest that thaaydnput of methods such as fMRI
cause create an artificial rise in this distractidne to the unfamiliarity and loudness of

the situation, in older participants, thereby polysskewing the results of old groups
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towards lower scores, regardless of the actuallrabdity of participants. Older adults

showed increased activity in areas such as thaaaydiortex and left PFC, as well as
parietal areas, that were not linked to task-speaiput, and instead to environmental
monitoring. Therefore, while the information gledneom the use of such tools would
undoubtedly be useful in examining the posited dgitey mechaniss for source recall
examined herein, this finding means that fMRI réestrom older adults, especially those
unused to such environs, should not be acceptdedeasnly method of examining the
neural correlates of behaviour and cognition inaged population. Groups that exhibit
episodic-type memory problems such as those smffefrom subjective memory

complaints (SMC) or mild cognitive impairments (MGiould also be examined to
discover if source memory deficits are greater tttase found in a healthy group of
older adults, and if so, which areas of the coatexnot being used by these groups.

The finding of the final experimental chapter (Gtea 7) gives a large scope for
further research. Firstly, an EEG study based @nr#sults would be advantageous,
examining the neural underpinnings of the use dif lsource and deep-encoding recall.
Nessler, Johnson, Bersick and Friedman (2006, 2@@8)pleted simple depth-of-
encoding studies for source with ERPs and found tina deep-encoding old group
mirrored the ERP data of the shallow-encoding aloug at encoding. An ERP-based
examination of deep and shallow encoding of the d3pijwn Task would add the
examination of ERPs at recall and over differingslain order to find if the use of deep
encoding allowed older adults to engage brain aneasised during their source recall
for shallow encoding, and to map any improved mgmuperformance onto neural

correlates.
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Based on the findings of Pierce et al. (2008), d@ldition of a group of AD
patients to such a study would add another levehtirest. Since that study found no
increase in accuracy for AD patients despite degmecessing at encoding, an
examination of the ERP and dipole data for suchraum would give an invaluable
insight into whether the damage caused by the skskas cause irreperable problems in
source memory recall. If the AD patients fail tayage either the HF-PFC areas accessed
by younger participants or the tempero-parietaasugeemingly used instead by healthy
old participants, this may give a possible reasonttie deficits found in patients with
AD. Again, the use of fMRI may shed further light eesults found, but the same caveats
apply to patients with AD as to a normal old-agedug with regards to that mode of
analysis.

While the results found in the current work pdmta good reason for continuing
in the use of source memory studies and oppostyipa-designs in examining age-
related changes in memory, the high level of valitglbreported in brain-imaging studies
of the elderly (e.g. Vandenbroucke et al., 2004) enAD patients (e.g. Small, Perera,
De La Paz, Mayeux & Stern, 1999), as well as thesstjons asked about whether a fixed
brain atlas is a useful tool in indexing the adiaas of variable populations (Toga &
Thompson, 2001), mean that fMRI results must bemanx@d thoroughly in order to
ensure that results reported are due to actualgelsam pertinent brain areas among
participants, rather than a misrepresentative sanadgion based on imperfect indexing

or a high distractibility level.
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8.5 Concluding Remarks

This discussion has overviewed the findings ofttresis and laid them in their context in
the literature to date, showing that the resulporeed herein give new information and
add further detail to that reported previously lba source monitoring framework and on
age-related difficulties with source memory. Thedings of the behavioural chapters
suggest that a lag-based source memory task isfal usethod of examining age-related
source memory problems, and point to the possililiiat it is a late-life problem, with an
onset after the age of 50. The results of Chaptipport the theories underpinning the
source monitoring framework; that interference &e#a source misattribution and that a
greater level of concentration at encoding leada tetter binding of the source to the
memory, leading to higher recall accuracy. Thetedphysiological chapters show that
the PFC is central to source recall, and also thatinput of MTL areas has been
understated in previous research. Chapter 6 higielihthe use of a possible compenatory
parieto-temporal system in older adults to make faip a lack of frontal activity,
expanding on the thoughts of Swick et al. (2006thm area. The findings of this thesis
represent a valuable addition to the field of seuremory, in that they shed new light
into the effect of lagged interference on recallt&amporal sources even in young adults,
as well as finding that the problems associatet widier participants in the area may be
ameliorated by a specific neural pathway, not ulgdyounger adults, based in the
tempero-parietal regions. Finally, that deeper dmgpleads to the lessening of both the
lag and age effects on source recall is an argacémabe further studied in both normal
and abnormal ageing. This thesis creates a posséuleal model for source recall in

young and old adults based on behavioural andrefgtysiological data, with young
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adults seemingly reliant on MTL-PFC interaction ¢orrectly recall the source of
information, while oder adults show less activagiam these areas and more reliance on
later activations of the temporal-parietal regiobased in the cortex around the

precuneus.
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Appendix 1: Word lists use chosen from the Toronto Noun Pool

Primacy and Recency Buffers

angle
baton
hornet
nursery
runner

Study and Test Words

adult
advantage
album
baseball
boxer
chance
corpse
creek
decline
dogma
edition
fetish
figure
gate
hint
idiom
illusion
journey
mineral
mosaic
ocean
octopus
pickle
referee
seat
skirt
spice
statue
ticket
wrinkle

buggy
maiden
oboe
thimble
whiskey

apron
audit
bar
buddy
butterfly
center
cloak
custard
deity
delight
envelope
fallacy
game
hedge
institute
irony
knife
medicine
mildew
opinion
optimist
pastry
rescuer
savage
shame
shyness
star
stress
traveler
windmill



Appendix 2: Informed Consent Form

Consent Form

In agreeing to participatein thisresearch | under stand the following:

This research is being conducted by Paraic Scamidhe Department of Psychology,

National University of Ireland Maynooth. It is thesponsibility of Mr. Scanlon to adhere

to ethical guidelines in his dealings with partamps and the collection and handling of
data. If 1 have any concerns about participationnterstand that | may refuse to

participate or withdraw at any stage. | have beéorined as to the general nature of the
study.

All data from the study will be treated confidefitiaThe data will be compiled, analysed
and submitted in a report to the Department of Repgy, NUI Maynooth. My data will
not be identified by name at any stage of analysia the final report. At the conclusion
of my participation, any questions or concerns Vehavill be fully addressed. | may
withdraw from this study at any time and may withdmy data at the conclusion of my
participation if I still have concerns.

If during your participation in this study you fetblat the information and guidelines that
you were given have been neglected or disregamlethy way, or if you are unhappy
about the process, please contact the SecretatigeoNational University of Ireland
Maynooth Ethics Committee at pgdean@nuim.ie or 086018. Please be assured that

your concerns will be dealt with in a sensitive meamn

Signed:

Participant

Researcher

Date

26C



Appendix | 11: Cognitive Failures Questionnaire

The Cognitive Failures Questionnaire (Broadbengéo, FitzGerald & Parkes, 1982)
The following questions are about minor mistakegtvieveryone makes from time to
time, but some of which happen more often thanrsti®&e want to know how often
these things have happened to your in the pastihmoPlease circle the appropriate
number.

Very Quite Occasion- Very  Never

Often Often ally Rarely

1. Do you read something and find you4 3 2 1 0
haven't been thinking about it and
must read it again?

2. Do you find you forget why you went4 3 2 1 0
from one part of the house to the
other?

3. Do you fail to notice signposts on the4 3 2 1 0
road?

4. Do you find you confuse right and left 3 2 1 0
when giving directions?

5. Do you bump into people? 4 3 2 1 0

6. Do you find you forget whether 4 3 2 1 0

you've turned off a light or a fire or
locked the door?

7. Do you fail to listen to people’s 4 3 2 1 0
names when you are meeting them?

8. Do you say something and realize 4 3 2 1 0
afterwards that it might be taken as
insulting?

9. Do you fail to hear people speaking 3 2 1 0
you when you are doing something
else?

10. Do you lose your temper and regret 4 3 2 1 0
it?

11. Do you leave important letters 4 3 2 1 0
unanswered for days?

12. Do you find you forget which way to 4 3 2 1 0
turn on a road you know well but
rarely use?

13. Do you fail to see what you want in a4 3 2 1 0
supermarket (although it’s there)?

14. Do you find yourself suddenly 4 3 2 1 0

wondering whether you've used a
word correctly?
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15.

16.

17.

18.

19.

20.

21.

22.

23.

24.
25.

Very Quite

Often Often
Do you have trouble making up youd 3
mind?
Do you find you forget 4 3
appointments?
Do you forget where you put 4 3
something like a newspaper or a
book?
Do you find you accidentally throw 4 3

away the thing you want and keep
what you meant to throw away — as
in the example of throwing away the
matchbox and putting the used
match in your pocket?

Do you daydream when you ought td 3
be listening to something?

Do you find you forget people’s 4 3
names?

Do you start doing one thing at homé 3
and get distracted into doing

something else (unintentionally)?

Do you find you can'’t quite 4 3
remember something although it’s
“on the tip of your tongue”™?

Do you find you forget what you 4 3
came to the shops to buy?

Do you drop things? 4 3
Do you find you can’t think of 4 3

anything to say?

Occasion- Very

ally
2

2

2

Rarely
1

1

1

Reproduced by permission from the British Jourri&lmical Psychology.
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