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ABSTRACT

Many wave energy conversion applications require future knowledge or forecasting of the wave exci-
tation force values. Most wave energy converter (WEC) control strategies need to forecast the time-series
excitation force for wave energy harvesting maximization. The main aim of this study is to forecast the
wave excitation force experiences by a two-body heaving point absorber WEC (as a case study) using
three forecasting neural network methods. The wave excitation force is calculated based on the hy-
drodynamic characteristics of the considered device in the frequency and time-domain simulations. The
nonlinear autoregressive neural (NAR) network, group method of data handling (GMDH) network, and
Long Short-Term Memory (LSTM) network are fitted to the wave elevation time-series data to forecast
the future values of the excitation force. The performance of the examined methods is evaluated for
various irregular incident waves that are created using different wave spectrums. Moreover, sensitivity
analyses to sampling period and algorithms input parameters are performed to investigate the accuracy
and generalizability of the discussed methods at different conditions. Each data set is divided into
training and test sets. The results show that the performance of all discussed methods is satisfactory in
training data sets and short-term ahead forecasting, but the NAR network method provides a relatively

better agreement with test target data compared to other methods.

© 2022 Published by Elsevier Ltd.

1. Introduction

The excitation force produces by the integral of the water
pressure over the wetted surface of the WEC bodies [1]. Thus, it is
possible to control the WEC motions by controlling the wave
excitation force using tuning the wetted surface of the bodies to
improve the amount of power absorbed by the system. In most
control methods, the highest power production obtains when the
velocity phase of the WEC motion appropriately matches the wave
excitation force phase [2,3]. Therefore, the accurate estimation of
the wave excitation force is necessary for most power maximiza-
tion control strategies and wave energy conversion applications to
address the WECs economic problems. Moreover, there is no need
to use additional expensive hardware to increase the output power
of the device.

Some control methods require some knowledge of the incident
wave elevation and wave excitation force values to determine what
control actions will maximize the output power. Especially in
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optimal control problems, a short time forecasting of the wave
elevation or wave excitation force is essential to this controller
method [4], since the control problem is dependent on a reference
strategy which determined from wave excitation force values [5].
As another example, the reactive control strategies require trans-
ferring some force into the WEC bodies to keep the velocity and the
excitation force in phase [1]. This force can be determined based on
the future values of the wave excitation force. In the resistive
control strategies, the power take-off (PTO) damping coefficient
and as a result, the PTO force can be estimated based on the inci-
dent wave elevation or wave excitation force for each sea state.
Phase and amplitude control strategies control the device velocity
in phase with the wave excitation force, and the amplitude is also
regulated based on the wave elevation [6]. According to the stated
cases, future knowledge of the excitation force value may be
required for various control schemes because most of the control
reactions are regulated according to its characteristics. While
excitation force estimation is comfortable for regular waves, it is
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more complicated for real irregular sea states. Therefore, the WEC
controller design is a challenging problem in practical usages and
relies on the accuracy of excitation force estimation and
forecasting.

Some attempts are made to predict and forecast the wave
elevation or wave excitation force by various methods. Ref. [7]
presented an approach for the short-term wave forecasting for real-
time control of WECs using different methods including cyclical
mode, sinusoidal extrapolation with the extended Kalman filter,
autoregressive, and neural networks. A study of the prediction re-
quirements in real-time control of WECs presented in Ref. [8]. In
this research, the predictability of the excitation force was deter-
mined using stochastic autoregressive models. Ref. [9] presented a
comparison of the available excitation force estimators for WEC
devices found in the literature. Eleven estimation strategies were
compared based on the required input data, achieved accuracy,
computational delay, and estimation time. Ref. [10] applied a
recursive least squares filter to predict the wave excitation force
future values of a generic heaving WEC based on the measured
water surface elevation data collected from the Oregon Coast.

A methodology suggested in Ref. [11] to construct an excitation
force estimator using a Kalman filter and a forecaster using an
autoregressive model for a heaving buoy WEC. Ref. [12] forecasted
the wave excitation force based on its past estimated values using
two different autoregressive models for one body and arrays of
wave energy devices. Ref. [13] developed two forecasting algo-
rithms, the approximate Prony method based on ESPRIT and SVM
regression, for wave elevations and wave excitation forces to apply
feed-forward controllers on offshore floating wind turbines. A wave
excitation force prediction methodology for a sliding crank PTO was
presented in Ref. [14] based on autoregressive filters. A determin-
istic wave excitation force estimator was proposed based on the fast
unknown input estimation concept in Ref. [15]. A new strategy with
combining the observer-based unknown input estimator (OBUIE)
and Gaussian Process (GP) model was adopted in Ref. [16] to wave
excitation force estimation and forecasting for WEC power con-
version maximization. First, the OBUIE was used to estimate the
wave excitation force, then the GP model was applied to forecast
the wave excitation force.

According to our best knowledge of the literature, classical
statistical techniques are used to the wave excitation force fore-
casting that are not accurate enough and are not useful in practice
due to the very high nonlinear nature of the waves. The lack of a
comprehensive study to investigate different machine learning
approaches to forecast the wave excitation force is visible. Applying
more advanced new solutions, especially machine learning
methods, can be very useful and promise new horizons in this area.
Therefore, this study aims to develop a future excitation force
forecasting strategy based on machine learning methods with the
potential for WEC power maximization control applications. To this
accomplishment, NAR, GMDH, and LSTM networks are used to
forecast the future wave excitation force values based on the past
wave elevation data. The final goal of this research is to suggest the
best methods for forecasting the future values of the wave excita-
tion force acting on the wetted surface of the WEC bodies.

The following sections are organized as follows. The details of
the proposed methodology, considered WEC, a brief introduction to
the hydrodynamic modeling, machine learning forecasting
methods, performance evaluation criteria and data sets are pre-
sented in Section 2. In Section 3, the performance of different
considered machine learning methods in forecasting the wave
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elevation and wave excitation force on the train and test data sets is
computed and compared. Finally, in Section 4, the main conclusions
of this study and the future outlooks are drawn.

2. Data and methodology
2.1. Proposed methodology

Block diagram of the proposed methodology for forecasting the
wave excitation force using considered machine learning ap-
proaches is presented in Fig. 1. Based on this figure, at the first step,
a model of a generic two-body heaving point absorber WEC is
simulated as a case study in both frequency and time domains. The
linear potential flow theory is used to consider hydrodynamic
forces generated by the instantaneous water surface elevation and
geometry of the bodies. Water surface elevation records are created
using known wave spectrums. While a point absorber WEC is used
to test the performance of the forecasting models, the proposed
methodology is general and can be applied to any WEC design.
After modeling the considered WEC, the time-domain excitation
force will be estimated based on the time-series wave elevation
data and hydrodynamic coefficients obtained numerically using
frequency-domain boundary element method analysis. The wave
elevation and wave excitation time-series forecasted by machine
learning methods are compared to the real values calculated from
the hydrodynamic WEC modeling. Then, the accuracy of the fore-
casting methods is compared to each other based on the well-
known performance statistical criteria. Finally, more accurate
forecasting methods are determined based on the comparison
results.

The proposed methodology presented in this research is not
dependent on a specific sea state and is not needed to cover all
possible sea states in order to make an acceptable model. As a case
study, several desired waves are generated using different available
wave spectra, and the performance of machine learning methods in
estimating the future values of the wave height and excitation force
is measured. Therefore, it is needed to create some different time
series of wave elevation records to compare the performance of the
studied forecasting methods at a variety of wave conditions.

2.2. Model introduction

2.2. 1. Considered WEC

Although the proposed methodology used in this paper is
generic and can be developed for different types of the WECs, a
two-body heaving point absorber is considered as an example of
the WEC to performance evaluation of the discussed machine
learning forecasting methods. The considered device is the Refer-
ence Model 3 (RM3) [17,18] developed by the National Renewable
Energy and Sandia National Laboratories. The devise schematic and
its dimensions are illustrated in Fig. 2. The device is axisymmetric
and consists of a floating and a reaction spar/plate bodies. The
bodies only move in the heave (vertical) direction, and the output
power is generated by the relative motion between the floating and
the spar. More details about the considered WEC can be found in
Ref. [19].

2.2. 2. Hydrodynamics of the WEC
In general, the time-domain dynamic model of the WEC device
is described as follows [19,20]:
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Numerical simulation of the two-body heaving point
absorber wave energy converter

|

A4

Frequency-domain simulation using WAMIT
code

}

Time-domain simulation using WEC-Sim
code

v

Generate time histories of the wave elevation using
wave spectrums

v

Forecasting the wave elevation time histories
using considered machine learning methods

'

Calculate the output excitation force values
from forecasted elevation time histories

A 4

Calculate the target wave excitation force
values from Eq. (3)

v

Comparing the target and the output values using
statistical criteria and sensitivity analysis

Select the best forecasting methods

Fig. 1. Block diagram of the proposed methodology for forecasting the wave excitation force.

Mz(t) = Fhs(t) + Fext(t) + Frad(t) + Fvis(t) + Fpto(t) + Fmoor(t)
(1)

where M and t are the mass matrix and time, respectively. z, Z and Z
are the displacement, velocity and acceleration vector of the device,
respectively. Fpg, Fext, Fraq» Fiis» Fpto and Fmoor are hydrostatic
restoring force, wave excitation force, radiation force, viscous force,
PTO force, and mooring force, respectively. Here, the viscous, PTO
(the control input applied through the PTO device) and mooring
forces are neglected for simplicity because the main purpose of this
study is to provide an efficient strategy for forecasting the wave
excitation force, which does not directly depend on these forces.
These forces can be easily added to Eq. (1), without affecting the
overall accuracy of the considered forecasting algorithms.
The hydrostatic force represented as:

Fis () = — knsz(t) (2)

where kp; = pgs is the hydrostatic coefficient, p and g are the water
density and gravity acceleration constant, respectively; s is the
body cross-sectional area of the submerged volume.

The wave excitation force can be calculated using the convolu-
tion of the wave elevation 7(t) and the non-causal excitation im-
pulse response function (IRF), Kext(t), as follows:

Foxe(t) = J Kexe (£ — T)n(7)dr 3)
where

1 T iwt
Kewe(®) =5 | X(0,0)e""dw (4)

where w, § and X are the monochromatic wave frequency, wave
direction and excitation force magnitude, respectively.

In this study, Eq. (3) is used to compute the target values of the
excitation force for comparing the performance of the studied
forecasting algorithms. This equation is a widely used formula that
is applied to estimate the excitation force of the various WEC de-
vices, which is dependent on the wave elevation. The excitation
force values are essential for some of the power maximization
control strategies. It should be noted that Eq. (3) may not be directly
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Fig. 2. Schematic diagram of the considered two-body heaving point absorber WEC
and its dimensions.

used for real-time WEC control strategies, since the wave elevation
should be specified at future time steps to determine what control
actions will maximize the power output. Hence, the main motiva-
tion of this research is to calculate the future values of the excita-
tion force to generating an accurate reference signal for WEC
control applications.

The radiation force is the force acting on the WEC device due to
the radiated waves, which can be estimated according to the
following equation:

t
Faa(t) =~ Ani ~ | Kuaalt - T)2(r)d (5)
0

where A, is the added mass matrix at the infinite frequency and
Kiqq 1s the radiation IRF.

2.3. Time-series forecasting methods

In this subsection, fundamental concepts and formulations of
the considered forecasting approaches are reviewed.

2.3. 1. Nonlinear autoregressive neural network

Recurrent neural networks are one of the well-known machine
learning methods to model nonlinear dynamic systems. NAR is one
of the time delays recurrent neural networks that can identify time
series patterns and nonlinear features [21,22]. It is the modified
version of back-propagation multi-layer perceptron neural net-
works [23,24]. The output of neurons in multi-layer perceptron
neural networks has the following form:
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yi=f (Zwijxi + b> (6)

where wj; is the weights, x; is the input, b is the neuron's bias, y
shows the output and f is the activation function.

NAR, as a dynamic machine learning method, is based on the
feed-back connections through the different layers of the network.
It has approximately accurate results for multi-step forward fore-
casting. In the first step of NAR training, none of the feed-back
connection is used. However, after all the initial weights of the
NAR have been determined, in the next forecasting step, the NAR
needs feed-back connections that give dynamics to the network's
output. As stated, the NAR training method is a modified version of
the back-propagation multi-layer perceptron, where, training pro-
cedure is corresponding with random weighting on the synapses.
Then, the comparison between the network outputs with target
(real) values modifies the network weights. Indeed, the learning
method is based on minimizing the global error between the
network outputs and the target values by adjusting the network
weights. In the current study, Levenberg-Marquardt (LM), Bayesian
regularization (BR) and Scaled conjugate gradient (SCG) algorithms
are used to adjust the network weights. The number of hidden
layers and neurons are the fundamental criteria to select a proper
architecture for NAR architect [25,26]. Increasing the number of
hidden layers and neurons will be caused to more computational
cost or overfitting. In practice, NAR with one hidden layer and an
adequate number of hidden neurons has an acceptable perfor-
mance [27,28].

The fundamental formulation of the NAR network to forecast
the output value is as follows [29]:

YO =fyt—-1)+y(t=2)+...+y(t—d)) (7)

where, f is representative of a nonlinear function, t is the time and y
is the considered output. Future value is related to the regressed d
earlier values (i.e., feed-back delay time) of the output signal. One-
step forward forecasting will be done after the training phase. To
perform multi-step (p-step) forward forecasting, a closed-loop
network is necessary, which has the following formulation [29]:

YE+p)=fyt-1)+y(t-2)+...+y(—d) (8)

here, p is the number of the forecasted steps.

2.3. 2. Group method of data handling network

GMDH is a self-organized heuristic machine learning approach
that is introduced in Ref. [30]. GMDH, as an evolutionary compu-
tational method, is based on the sort out of the complex models and
assessment of models by an external criterion on a distinct segment
of the data observations. This network performs a hierarchic so-
lution, i.e., evaluate several simple models, maintain the foremost,
and iteratively structural (blocks or polynomial nodes) on them to
achieve a combination of functions as the model. GMDH network
has a set of neurons in each layer. Connecting the various pairs of
neurons in each layer generates new neurons in the subsequent
layer. The main parameters of the GMDH network, such as input
variable pairs, number of hidden layers, and embedded active
neurons in each layer, are automatically generated by an iterative
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The details of the wave elevation record that act on the bodies of the considered WEC device (H;s: Significant wave height, T,: Peak period, y: peak-shape parameter of

JONSWAP spectrum).

Symbol Generation method Duration (s) Sampling period (s)
W_JONS_1 JONSWAP (Hs =2.5m, T, =8s, v =3.3) 400 0.1
W_JONS_2 JONSWAP (Hs =1.5m, T, =65, v =2.5) 400 0.1
W_Pier_1 Pierson-Moskowitz (Hs =2.0m, T, = 75) 400 0.1
W_Pier_2 Pierson-Moskowitz (Hs =3.0m, Ty =65) 400 0.1
W_Bret_1 Bretschneider (Hs =4.0m, T, = 85s) 400 0.1
W_Bret_2 Bretschneider (Hs = 0.5m, T, =45) 400 0.1

process to find the best model architecture for more accurate
forecasting [31,32].

In the GMDH network, the Kolmogorov—Gabor polynomial is
used to produce a connection between the input and output vari-
ables as follows [33]:

N m m m m m m
=ap+ Y _ aix; ZZ“UXXJ+ZZZGUI<XXJXI<

i=1 i=1 j=1 i=1 j=1 k=1

(9)

where m is the number of input variables, {x,}, (n=1,j,k) is the
input variables, A = (ag, a;,ay, ...,am) is the coefficients. y is the
output of the network.

2.3. 3. Long short-term memory network

Ref. [34] proposed the LSTM network, which can model the
long-term dependency and specify the optimal time delay for the
time series systems [35]. LSTM can be used to forecasts the future of
time-series data. The architecture of the LSTM consists of an input
layer (input gate), a recurrent hidden layer (as a memory block) and
an output layer (output gate). There are memory cells in the hidden
layer which has self-connection and retaining the time state.
Moreover, there is adaptive multiplications gating unity, which is
responsible for controlling data flow through the memory block.
The self-connected linear unit-Constant Error Carousel (CEC) is the
core of the memory block and the activity of CEC shows the cell
statues. In this network, the considered output is computable via
Egs. (5-10) as follows:

i =0 (WixXe + Wimy_1 + Wicce 1 +by) (10)
fi= o(foxt + Wnmy_1 + WpeCeq + bf) (11)
e =Jft © -1 +ir Og(WexXe +Wemme_1 + be) (12)
0t = 0 (WoxXt + Wommy_1 + WocCr_1 +bo) (13)
me =0 Oh(ce) (14)
Ye=Wymm; + by (15)

here, © is the scalar product of two vectors, c; is the activation
vector of every cell, m; represents the activation vector of the
memory block and weight matrix W via bias vector b are used for
connecting the input layer, memory block and output layer. The
output of the input gate, forget gate and output gate are also shown

by i; ft, and o¢, respectively. Symbols of g and h are hyperbolic
tangent functions. Parameter ¢ is the standard logistics sigmoid
function as follows:

1

TN =T e

(16)

2.3. 4. Model performance evaluation

Four criteria, including Mean Absolute Error (MAE), Root Mean
Square Error (RMSE), correlation coefficient (R), and Scatter Index
(SI), are employed to evaluate the performance of the studied
forecasting methods. Closer values of MAE, RMSE and SI to 0 and
closer value of R? to 1 show the higher agreement between the
target and the forecasted values. These criteria are calculated as
follows [36—38]:

-l n
MAE = ;m—oi\ (17)

(18)
B B 2
R2_ >i1(Ti —T)(0; - 0) (19)
VS (T - TS0 (0 - 0)2
n T A2
i=11i

where n is the total number of instances of the studied data set,
while T; and O; are ith target (obtained from real measurements)
and output (obtained from forecasting models) value of the wave
excitation force, respectively. T and O are the mean of the target and
the output of the wave excitation force data sets, respectively. The
forecasting models having the minimum error and maximum R2
are chosen as the best model.

2.4. Wave elevation data sets

As aforementioned, the wave excitation force is related to the
wave elevation. It can be said that different wave elevation records
lead to different wave excitation forces. Therefore, it is needed to
create some time-series of wave elevation records to compare the
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Fig. 3. Time-series of the wave elevation records that act on the bodies of the considered WEC device.

performance of the studied forecasting methods at a variety of
wave conditions. Here, the JONSWAP [39], Pierson-Moskowitz [40],
and Bretschneider [41] spectrums are used to generate different
irregular incident wave conditions which act on the bodies of the
WEC device. The target values of the wave excitation force obtained
from Eq. (3) are calculated based on the generated wave elevation
records. The wave surface elevation is calculated at the origin of the
coordinate system that is used for the hydrodynamic analysis of the
considered WEC. The origin of the body coordinate system is
considered at the center of gravity. In real applications, the wave
elevation has to be measured at a certain point. It is more realistic to
put the wave gauge at a distance away from the WEC, so that it
measures the incoming waves. Moreover, such measurement will
only be up to the current time t.

The details of the considered wave elevation records are pre-
sented in Table 1. Moreover, the time-series of the wave elevation
records and the related spectrums are depicted in Fig. 3 and Fig. 4,
respectively. As seen from these figures, it is clear that the
considered waves are selected from a wide range of sea wave
conditions.

3. Results and discussions

In this section, the performances of the forecasting models are
presented for different wave elevation records described in
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2 T T T T T T
—— W-JONS-1
—— W-JONS-2
—— W-Pier-1
o7 —— W-Pier-2 |
& W-Bret-1
~
@ —— W-Bret-2
£ 4] |
g
3
s
Q
2,
Y 05 4
0 i : ;
0 0.5 1 1.5 2 2.5 3
w(rad/s)

Fig. 4. The spectrum of the wave elevation records that act on the bodies of the
considered WEC device.

subsection 2.4. Indeed, the target excitation force values from Eq.
(3) are compared to the excitation force values calculated using
forecasting models. To this end, the dynamic model of the WEC
device must be created first.
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Fig. 5. Normalized excitation force magnitudes X(w, 8) = X(w, 8)/pg of the considered WEC bodies at all freedom-degrees.

3.1. Hydrodynamic analysis

The hydrodynamic model of the considered WEC is based on the
linear potential flow theory, which assumes that the fluid is
inviscid, irrotational and incompressible. The frequency-dependent
terms, such as added mass, wave excitation and radiation damping
are obtained from the boundary element code WAMIT software
[42]. The results obtained from the frequency-domain analysis are
used in the time-domain analysis. The time-domain simulation of
the WEC movements is performed using the WEC-Sim code [43],
which is developed by the Sandia National Laboratories and the
National Renewable Energy Laboratory.

In the simulations, § = 0° and p = 1025 kg/m?> are considered.
Moreover, the hydrodynamic interaction between the spar and
floating body is not considered due to simplification of the WEC
hydrodynamic modeling and reduce the code running time and
computational cost. The frequency-domain analysis results of the
excitation force are presented in Figs. 5—7. The normalized wave
excitation magnitudes correspond to the considered WEC bodies at
all freedom-degrees is shown in Fig. 5 as a function of angular

frequency. Moreover, Figs. 6 and 7 show the excitation force phase
and the normalized IRF, respectively. The IRF is calculated from t =
—157 sto t = 157 s with 1001 number of time steps. Moreover, the
frequency range is 0.02 rad/s to 5.2 rad/s. The number of frequency
steps used in the IRF calculation is considered as 1001. The inter-
polation method is adopted for unknown required values. It should
be noted that, here, it is assumed that the bodies only move in the
heave direction. Figures from the other freedom-degrees are pre-
sented for interested readers and providing additional information
for other related research.

3.2. Target values of the excitation force

After generation of the wave elevation time-series and fre-
quency and time domain hydrodynamic modeling of the WEC, it is
possible to calculate the target values of the wave excitation force
using Eq. (3). Wave excitation estimation relies on the knowledge of
the wave elevation time history as well as the IRF of the device
bodies in the freedom degrees, both of which are known before
excitation estimation from previous steps. The time-domain
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Fig. 6. Excitation force phase @(w, () of the considered WEC bodies at all freedom-degrees.

estimation of the wave excitation force values in the heave direc-
tion acted on the considered WEC bodies is shown in Fig. 8. These
time-series values are obtained based on the wave elevation re-
cords described in subsection 2.4. As seen from Fig. 8, it is clear that
the wave excitation force of the floating body is relatively higher
than that of the spar body for all studied wave conditions.

3.3. Performance of the forecasting methods

In this section, the three studied forecasting methods presented
in this research are evaluated using the different wave climate
described in subsection 2.4. The sensitivity of the algorithms to the
forecasting horizon and algorithm parameters are studied. First,
wave elevation time series are forecasted using studied algorithms.
Ten, the excitation force values are calculated from the forecasted
values and hydrodynamic coefficients of the WEC based on Eq. (3).
To apply forecasting algorithms, each wave elevation data set is
divided into two parts, including training (0—390 s) and test

(390—400 s) sets. Training data sets are used to create forecasting
models to get the best performance with minimum errors.

In contrast, test data sets are used to evaluate the performance
of the developed models in future time steps. The statistical details
about the wave elevation training and test data sets are presented
in Table 2. It should be noted that the performance results of all the
studied algorithms presented in the tables are rounded to five
digits.

3.3. 1. NAR network

The performance of the NAR network is related to the configu-
ration of the network structure and different algorithm input pa-
rameters such as the number of feed-back delays, number of
hidden neurons and training method. For the same algorithm input
parameters, multiple times training will produce different outputs
due to different initial conditions and sampling. Here, a heuristic
approach [44,45] is used to achieve the best NAR network structure.
In fact, to obtain the best and reliable results, various network
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Fig. 7. Normalized excitation impulse response function Kex(t) = Kext(t)/pg of the considered WEC bodies at all freedom-degrees.

structures are developed based on the input parameters of the al-
gorithm. Then for each wave elevation data set from the developed
networks, the best NAR model is selected for forecasting the ahead
wave excitation force time series.

To develop the NAR models, LM, BR and SCG are selected as
back-propagation training algorithms. According to the MATLAB
manual [46], LM algorithm typically requires more memory, but
less time is needed for network training. BR method typically re-
quires more training time, but has a good generalization in small or
noisy data sets, and SCG requires less memory. Another important
NAR structure parameter is the number of hidden neurons. Here,
four values, i.e., 5, 7, 10, and 12, are considered for the number of
hidden neurons. Moreover, 2 delays are selected in the training
phase. For training the networks and avoiding the overfitting, each
training wave elevation data set is partitioning randomly into a
training set (70% of the data set), a test set (15% of the data set), and
a validation set (15% of the data set). Since the modeling is per-
formed using the neural network toolbox of the MATLAB, other
algorithms input parameters are considered as default values
defined in the software.

Table 3 shows the best NAR network results with different
structures for the training wave elevation data sets. The results of
the training phase presented in Table 3 show that in all cases, the
accuracy of the developed models is high, with a slight difference.
In fact, the wave elevation values obtained from the training phase
are very close to the real values described in Table 1. Generally, it
can be said that in the training data sets, differences in the number
of hidden neurons and training algorithms do not lead to the results
with noticeable differences. For most cases, the best performance
belongs to LM training algorithm with 10 hidden neurons, while the
SCG algorithm presents the lowest accuracy.

Now it is possible to calculate the forecasted wave excitation
force values for training wave data sets using the best developed
NAR network models obtained in Table 3. The performance in-
dicators of the forecasted training wave excitation force data sets
for floating and spar bodies based on the best developed NAR
network models are presented in Table 4. As visible from this table,
the excitation force values of the WEC bodies obtained in the
training phase are very close to the real values.

After creating the best NAR models based on the wave elevation
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Fig. 8. Time-series of the wave excitation force values in the heave direction act on the bodies of the considered WEC device.

Table 2

The statistical details about the wave elevation training and test data sets used in the forecasting models generation.

Data set Type Number of samples Minimum Maximum Mean Median Standard deviation
W_JONS_1 Training 3901 —1.83267 1.81201 —0.00097 —0.00886 0.70729
Test 100 —0.49592 0.69597 0.02216 0.00969 033111
W_JONS_2 Training 3901 -1.28701 1.26165 —0.00102 0.00993 0.39252
Test 100 —0.47947 0.62959 0.00922 —-0.01809 0.33335
W_Pier_1 Training 3901 —1.53808 1.58048 —0.00241 -0.02719 0.44976
Test 100 —0.81085 0.99646 0.05056 0.05428 0.55206
W_Pier_2 Training 3901 -1.07170 1.14008 —0.00063 0.00516 0.37049
Test 100 —0.55246 0.42979 0.00725 0.06345 0.27674
W_Bret_1 Training 3901 —3.03805 2.84594 —0.00124 —-0.01924 1.01356
Test 100 —1.14948 2.30104 0.22217 0.02518 0.86494
W_Bret_2 Training 3901 -0.37175 037124 —0.00013 —0.00092 0.12010
Test 100 —0.24048 0.25571 —0.00357 —0.00152 0.14148

data training data sets, it is possible to forecast the wave elevation
in the future time steps. It can be said that the models are reliable if
their accuracy and generalizability on the test data are acceptable.
Here, four multi-step ahead forecasting intervals, i.e., 10, 30, 70, and
100 steps, are considered to evaluate the performance and gener-
alizability of the best developed models for future times. The
developed NAR models are simulated in the open-loop form, and
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then the networks and their final delay states are converted to
closed-loop form to perform multi-step forecasting. The forecasting
wave elevation and related wave excitation force results for test
data sets based on the best developed NAR network models are
summarized in Table 5 and Table 6, respectively. Moreover, a
comparison between the target and the forecasted wave elevation
values for 100-step ahead data sets is shown in Fig. 9. As evident
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Table 3
The results of the NAR network with different structures for the training wave elevation data sets (MAE and RMSE units are m).
Data set Training algorithm n =5 n=7 n =10 n =12
MAE RMSE R2 SI MAE RMSE R2 SI MAE RMSE R2 SI MAE RMSE R? SI
W_JONS_1 LM 0.00430 0.00545 099994 0.00770 0.00426 0.00540 0.99994 0.00764 0.00426 0.00541 0.99994 0.00764 0.00425 0.00540 0.99994 0.00764
BR 0.00427 0.00542 0.99994 0.00766 0.00432 0.00547 0.99994 0.00773 0.00428 0.00544 0.99994 0.00768 0.00424 0.00540 0.99994 0.00763
SCG 0.00662 0.00869 0.99985 0.01229 0.00810 0.01116 0.99975 0.01578 0.00815 0.01103 0.99976 0.01559 0.00851 0.01093 0.99976 0.01546
W_JONS_2 LM 0.00462 0.00573 0.99979 0.01459 0.00460 0.00572 0.99979 0.01458 0.00458 0.00571 0.99979 0.01455 0.00459 0.00571 0.99979 0.01454
BR 0.00460 0.00572 0.99979 0.01457 0.00460 0.00572 0.99979 0.01458 0.00461 0.00572 0.99979 0.01458 0.00458 0.00570 0.99979  0.01453
SCG 0.01044 0.01571 0.99840 0.04002 0.00596 0.00790 0.99959 0.02014 0.00799 0.01107 0.99920 0.02820 0.00702 0.00952 0.99941 0.02425
W_Pier_1 LM 0.00543 0.00668 0.99978 0.01485 0.00543 0.00667 0.99978 0.01483 0.00540 0.00666 0.99978 0.01479 0.00539 0.00665 0.99978  0.01479
BR 0.00542 0.00667 0.99978 0.01483 0.00542 0.00667 0.99978 0.01483 0.00542 0.00667 0.99978 0.01483 0.00542 0.00667 0.99978 0.01483
SCG 0.01338 0.01968 0.99815 0.04375 0.01162 0.01702 0.99860 0.03783 0.01204 0.01691 099859 0.03759 0.01024 0.01592 0.99875 0.03538
W_Pier_2 LM 0.00520 0.00654 0.99969 0.01764 0.00519 0.00652 0.99969 0.01760 0.00516 0.00650 0.99969 0.01755 0.00517 0.00650 0.99969 0.01755
BR 0.00520 0.00653 099969 0.01763 0.00520 0.00653 0.99969 0.01763 0.00520 0.00653 0.99969 0.01763 0.00520 0.00653 0.99969 0.01763
SCG 0.00848 0.01224 099891 0.03303 0.00721 0.00967 0.99932 0.02609 0.00773 0.01061 0.99918 0.02863 0.01124 0.01532 0.99829  0.04136
W_Bret_1 LM 0.01054 0.01329 0.99983 0.01311 0.01053 0.01325 0.99983 0.01307 0.01047 0.01319 099983 0.01301 0.01045 0.01319 0.99983 0.01301
BR 0.01052 0.01326 099983 0.01308 0.01051 0.01325 0.99983 0.01307 0.01053 0.01328 0.99983 0.01310 0.01054 0.01328 0.99983 0.01310
SCG 0.01675 0.02232 099952 0.02202 0.01817 0.02416 0.99943 0.02383 0.01413 0.01933 0.99964 0.01907 0.02059 0.02658 0.99931  0.02622
W_Bret_2 LM 0.00317 0.00400 0.99889 0.03330 0.00318 0.00400 0.99889 0.03330 0.00317 0.00400 0.99889 0.03326 0.00316 0.00399 0.99889  0.03325
BR 0.00317 0.00400 099889 0.03330 0.00317 0.00400 0.99889 0.03327 0.00316 0.00399 0.99889 0.03325 0.00318 0.00401 0.99889 0.03338
SCG 0.00341 0.00430 099872 0.03575 0.00451 0.00611 0.99741 0.05087 0.00448 0.00594 0.99755 0.04948 0.00576 0.00790 0.99570  0.06578
Table 4
The forecasted wave excitation force results for floating and spar bodies based on the best developed NAR network models for all training wave data sets (MAE and RMSE units are MN).
Data set Floating Spar
MAE RMSE R2 SI MAE RMSE R? SI
W_JONS_1 0.00287 0.00361 0.99999 0.00356 0.00114 0.00142 0.99999 0.00324
W_JONS_2 0.00221 0.00276 0.99998 0.00733 0.00089 0.00109 0.99999 0.00848
W_Pier_1 0.00358 0.00441 0.99998 0.00868 0.00152 0.00186 0.99999 0.00920
W_Pier_2 0.00292 0.00361 0.99997 0.01056 0.00122 0.00148 0.99999 0.01203
W_Bret_1 0.00586 0.00737 0.99999 0.00558 0.00247 0.00309 0.99999 0.00565
W_Bret_2 0.00095 0.00123 0.99989 0.02479 0.00020 0.00026 0.99985 0.02863
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Table 5

The forecasted wave elevation results based on the best developed NAR network models for all test wave data sets (MAE and RMSE units are m).

Data set 10-step ahead 30-step ahead 70-step ahead 100-step ahead
MAE RMSE R? SI MAE RMSE R? SI MAE RMSE R2? SI MAE RMSE R? SI
W_JONS_1 0.11162 0.14911 0.92912 0.94494 0.36484 0.44975 0.05618 1.44718 0.49634 0.58359 0.00140 1.63500 0.52341 0.58900 0.00159 1.75503
W_JONS_2 0.06010 0.07757 0.98881 0.17365 0.15507 0.17470 0.92243 0.25663 0.1554 0.18859 0.73191 0.55730 0.13896 0.17112 0.76701 0.51394
W_Pier_1 0.03904 0.05677 0.99575 0.11780 0.17724 0.22248 0.96605 0.24381 0.40936 0.50035 0.63856 0.91088 0.34183 043317 0.71272 0.78396
W_Pier_2 0.01148 0.01314 0.98579 0.01593 0.09109 0.12767 0.95838 0.24566 0.14072 0.17727 0.65648 0.59513 0.16561 0.19879 0.56198 0.71006
W_Bret_1 0.27827 0.32265 0.17713 1.21545 0.42426 0.49778 0.24748 227817 0.58131 0.70026 0.02515 1.55580 0.78969 0.99007 0 1.09914
W_Bret_2 0.00553 0.00638 0.99504 0.07721 0.03978 0.05246 0.69323 0.66119 0.06096 0.07319 0.57024 0.65348 0.09638 0.12329 0.24268 0.87183
Table 6
The forecasted wave excitation force results for floating and spar bodies based on the best developed NAR network models for all test wave data sets (MAE and RMSE units are MN).
Data set Body 10-step ahead 30-step ahead 70-step ahead 100-step ahead
MAE RMSE R? SI MAE RMSE R? SI MAE RMSE R? SI MAE RMSE R? SI
W_JONS_1 Floating  0.04038 0.04801 0.99879 0.15882 0.08797 0.09567 0.99519  0.08740  0.29827 038394  0.80870 0.52184  0.30239 0.37182 0.48456 0.77569
Spar 0.06019 0.06025 0.99999 0.02499 0.04357 0.04698 0.99718 0.08492 0.09701 0.11870 0.76123 0.54231 0.10388 0.12354 0.57542 0.70164
W_JONS_2 Floating 035199  0.35239 0.82681 0.24754 0.26022 0.28655 0.87945 1.46769 0.25962 0.31063 0.40522 1.06174  0.20460 0.26385 0.56311 0.84162
Spar 0.12545 0.12562 0.99640 0.12663 0.08452 0.09399 0.00977 1.47852 0.08454  0.09612 0.34065 0.89313 0.06725 0.08264 0.50028 0.77254
W_Pier_1 Floating  0.28912 0.29404  0.97036 0.10138 0.49709 0.61337 0.27351 0.81933 0.72328 0.81737 0.75805 1.12799 0.67459 0.75147 0.69089 0.95040
Spar 0.21817 021924 098154  0.16362 0.14357 0.16092 0.02426 0.71764  0.13137 0.15570 0.46982 1.04420 0.09931 0.13102 0.49292 0.95734
W_Pier_2 Floating  0.22403 0.22712 0.95494  0.26959 022924  0.25734 0.01821 1.67765 0.25304 0.26980  0.23116 1.01374  0.20853 0.23553 0.32028 0.89974
Spar 0.09356 0.09416  0.90325 0.23158 0.05992 0.0675 0.35345 1.61584  0.05302 0.06042 021168 0.84759 0.04263 0.05193 0.40989 0.76807
W_Bret_1 Floating  0.82870  0.82916 0.42212 0.08940 0.61206  0.66899 0.89169  2.97733 0.61224  0.71861 0.11007 1.05429 1.15530 1.46826  0.00509 1.03273
Spar 0.26893 0.26909  0.84204  0.07893 0.15304 0.18549 0.09008 113519  0.17547 0.21247 0.50400  0.48089 0.26125 0.3143 0.27498 0.86551
W_Bret_2 Floating  0.01469  0.01638 0.80777 0.85609 0.04100  0.0491 0.09390  0.73082 0.06186 0.07142 0.09852 0.93920 0.06449 0.07338 0.09981 0.95439
Spar 0.00691 0.00738 0.28380 0.70536 0.00896 0.00995 0.00364 0.69922 0.01457 0.01689 0.18741 0.87708 0.01505 0.01721 0.26073 0.91101
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Fig. 9. A comparison between the target and the forecasted wave elevation values based on the best developed NAR network models for 100-step ahead data sets.

from Tables 5 and 6, generally, the developed NAR models can es-
timate the elevation and wave excitation force in short ahead time
steps with high accuracy. It can be said, as the forecasting horizons
are increased, the forecasting performance decreases dramatically.
In other words, the longer forecasting horizon leads to lower
performance.

3.3. 2. GMDH network

In this subsection, the performance of the GMDH network is
investigated on the forecasting of the wave elevation and wave
excitation force data sets. The GMDH MATLAB code is obtained
from Ref. [47]. The models input variable is the time series of the
wave elevation. Here also, the first 390 s samples of the wave
elevation data sets set are used to train the GMDH models and the
last 10 s samples are utilized as the test data set to evaluate the
generalizability properties of the developed models. Moreover, in
the training phase, the training data sets are subdivided into
training (70% of the raw data set) and test (30% of the raw data set)
sets.

As already mentioned, the GMDH model structure can be
configured automatically. The maximum number of neurons in a
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layer and the maximum number of layers are two main input pa-
rameters need to be determined. Here, the network performance is
calculated for different network structures, and the most appro-
priate model input parameters led to the best results are selected as
the final structure. Fig. 10 gives the average results of the different
developed GMDH network structures for training wave elevation
data sets. Due to the random nature of the network and therefore
obtaining different results at each algorithm running, the results of
Fig. 10 are averaged based on ten times running the GMDH code for
each model. The best obtained network structure for each data set
is presented in Table 7. Moreover, the performance results of the
forecasted training wave excitation force data sets for floating and
spar bodies are summarized in Table 8. From these tables, it is
evident that there is a significant correlation relationship between
the target and forecasted values of all data sets.

To verify the effectiveness and generalizability of the best
developed GMDH models, their performance is evaluated on the
test wave elevation and excitation force data sets. Table 9 and
Table 10 present the forecasting results of the GMDH models for all
test wave elevation and wave excitation force data sets in the 10, 30,
70, and 100 ahead time steps, respectively. According to these
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Fig. 10. The average RMSE results of the different developed GMDH network structures for training wave elevation data sets based on ten times running the GMDH code (N:
Maximum Number of Neurons in a Layer, L: Maximum Number of Layers).

Table 7

The performance of the best developed GMDH network models for all wave elevation training data sets.
Data set Maximum number of neurons in a layer Maximum number of layers MAE(m) RMSE(m) R? SI
W_JONS_1 21 5 4.00E-05 4.00E-05 1 6.00E-05
W_JONS_2 22 5 7.00E-05 9.00E-05 1 0.00022
W_Pier_1 18 5 7.00E-05 9.00E-05 1 0.00020
W_Pier_2 20 5 9.00E-05 0.00011 1 0.00029
W_Bret_1 25 5 0.00026 0.00032 1 0.00032
W_Bret_2 21 5 7.00E-05 9.00E-05 1 0.00077

Table 8

The forecasted wave excitation force results for floating and spar bodies based on the best developed GMDH network models for all training wave data sets (MAE and RMSE
units are MN).

Data set Floating Spar
MAE RMSE R2 SI MAE RMSE R? SI

W_JONS_1 0.00541 0.01762 0.99973 0.01657 0.00177 0.01674 0.99855 0.03812
W_JONS_2 0.00028 0.00277 0.99995 0.00737 9.00E-05 0.00114 0.99992 0.00886
W_Pier_1 0.00260 0.00607 0.99988 0.01084 0.00087 0.00643 0.99899 0.03184
W_Pier_2 0.00106 0.01389 0.99835 0.04070 0.00054 0.00500 0.99834 0.04071
W_Bret_1 0.00875 0.02770 0.99960 0.01996 0.00171 0.00919 0.99972 0.01670
W_Bret_2 0.00069 0.00397 0.99363 0.07998 0.00011 0.00057 0.99607 0.06271
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Table 9

The forecasted wave elevation results based on the best developed GMDH network models for all test wave data sets (MAE and RMSE units are m).

Data set 10-step ahead 30-step ahead 70-step ahead 100-step ahead
MAE RMSE R2 SI MAE RMSE R? SI MAE RMSE R2? SI MAE RMSE R2? SI
W_JONS_1 2.61E-02 4.04E-02 0.97445 2.94E-01 0.19958 0.25846 0.20005 0.98931 0.50423 0.61159 0.14339 1.4345 0.52326 0.63555 2.00E-05 1.89626
W_JONS_2 1.35E-02 2.09E-02 0.99362 0.0567 9.61E-02 0.13090 0.94316 0.39584 0.12422 0.14732 0.81267 0.40109 0.12930 0.15161 0.81463 0.45691
W_Pier_1 2.40E-04 2.80E-04 1 0.00057 0.05194 0.11907 0.95276 0.15795 0.19836 0.29586 0.73574 0.53285 0.24721 0.33297 0.65173 0.59510
W_Pier_2 2.69E-02 0.04242 0.33265 0.0818 0.18436 0.24009 0.81423 0.4303 0.23216 0.29459 0.30843 0.99329 0.19599 0.25664 0.44587 0.93160
W_Bret_1 0.05114 0.08417 0.32891 0.49761 0.31903 0.43514 0.57045 2.72382 0.47545 0.61889 0.00378 1.41970 0.69208 0.89759 0.05810 0.98474
W_Bret_2 2.92E-03 3.82E-03 0.99907 0.03148 0.07066 0.09776 0.25457 1.20316 0.12002 0.14447 0.05015 1.32591 0.10766 0.13223 0.30428 0.93593
Table 10
The forecasted wave excitation force results for floating and spar bodies based on the best developed GMDH network models for all test wave data sets (MAE and RMSE units are MN).
Data set Body 10-step ahead 30-step ahead 70-step ahead 100-step ahead
MAE RMSE R? SI MAE RMSE R? SI MAE RMSE R? SI MAE RMSE R? SI
W_JONS_1 Floating  4.56E-01  4.57E-01 096940  1.21E-01 0.49029 0.5784 0.12365  1.02440 1.04110 1.20658 0.02685 1.76560  0.91502  1.07501 535E-02  2.17487
Spar 3.50E-01  3.50E-01 0.98118  0.10500 2.26E-01  0.25321 0.0367 0.98136  0.32938  0.37121 0.01873  1.75057 033018 0.36510  0.02539 2.07637
W_JONS_2  Floating  5.84E-02  6.17E-02  0.77091  0.29252 0.05539 0.06062  0.94001 0.26271 0.13394 0.16905 0.74735  0.50461 0.14359  0.16887  0.77302 0.55878
Spar 4.54E-02  0.04568 0.02129  0.09372 0.03442 0.03767 0 0.40501 0.05284  0.06141 0.80243  0.52708 0.05574 0.06218  0.84585 0.58118
W_Pier_1 Floating  0.09192 0.11742 097916  0.17292 0.38768 045217 036905 0.36874 030515 035762  0.7075 041862  0.25377 030974  0.73922 0.53631
Spar 2.52E-02  2.96E-02  0.99579  0.19825 0.07388 0.08455  0.52521 0.27592  0.05026  0.06302 0.80822 030826  0.05111 0.06225  0.86653 0.44572
W_Pier_2 Floating  0.36999 037227 0.94353  0.29774 0.22766 0.25743  0.00444 1.65406 0.13776  0.18303  0.37779 093340 0.10970 0.15616  0.51557 0.80539
Spar 0.09465 0.09523 0.88641  0.23029 0.05793 0.06591 0.27415  1.55008 0.04017 0.05067 038637 0.74266  0.02997  0.04256  0.60219 0.63354
W_Bret_1 Floating  0.72372 0.72438 0.81424  0.09984 0.50167 0.55156  0.81968  2.18269  0.49281 0.54518 0.31387 0.78935  0.82697 1.00043  0.34193 0.79026
Spar 0.17967 0.17981 0.91083  0.06179 0.10317 0.12212  0.13592  0.91731 0.14634  0.18191 0.58775  0.43752 020540 0.24776  0.63709 0.68386
W_Bret_2 Floating  0.04167 0.04936 0.84018  1.84402 0.04650 0.05213  0.00035 1.04079 0.05492 0.06552 0.26772  0.84077 0.04577 0.05669  0.49114 0.71393
Spar 0.00412 0.00479 0.99533  1.28174 0.00766 0.00891 056156  0.93472 0.01103 0.01252 0.56412  0.68982  0.00940 0.01108  0.71608 0.58703
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Table 11

The performance of the developed LSTM network models for all wave elevation training data sets.
Data set Number of hidden neurons MAE RMSE R2 SI
W_JONS_1 250 5.23E-02 6.60E-02 0.99131 9.33E-02
W_JONS_2 250 4.03E-02 5.08E-02 0.98330 0.12950
W_Pier_1 250 4.41E-02 5.61E-02 0.98450 0.12476
W_Pier_2 250 4.10E-02 0.05198 0.98041 0.14033
W_Bret_1 250 0.08628 0.10893 0.98848 0.10748
W_Bret_2 250 1.98E-02 2.51E-02 0.95688 0.20876

Table 12

The forecasted wave excitation force results for floating and spar bodies based on the developed LSTM network models for all training wave data sets (MAE and RMSE units are

MN).
Data set Floating Spar

MAE RMSE R2 SI MAE RMSE R2 SI

W_JONS_1 6.33E-02 8.24E-02 0.99341 8.12E-02 0.02707 0.03540 0.99349 0.08067
W_JONS_2 3.53E-02 6.85E-02 0.96736 0.18266 1.22E-02 0.02775 0.95407 0.21615
W_Pier_1 4.22E-02 6.88E-02 0.98226 0.13406 0.01545 0.02842 0.98038 0.14099
W_Pier_2 3.20E-02 0.07074 0.95861 0.20716 0.01088 0.02367 0.96355 0.19250
W_Bret_1 0.09121 0.11308 0.99269 0.08550 0.03649 0.04510 0.99323 0.08229
W_Bret_2 9.03E-03 2.60E-02 0.77799 0.52385 0.00179 0.00689 0.61886 0.75793

tables, the reliable performance is obtained for 10-step ahead
forecasting and the performance of other ahead time steps is not
acceptable. Here also, the increase in the time steps ahead fore-
casting leads to a decrease in the accuracy for GMDH models. This
problem is due to the very high nonlinear and stochastic properties
of the incident wave. Therefore, the ahead time steps must be as
low as possible to overcome this problem and increase the accuracy
of the forecasting.

3.3. 3. LSTM network

This subsection presents the forecasting results of the wave
elevation and excitation force time series data using an LSTM
network. The training data sets are normalized for a better fit and to
prevent the training from diverging. The number of hidden neurons
in the LSTM layer is considered as 250 for all data sets. To train the
networks, the Adam optimizer is used as the solver and reduces the
learning rate by a factor of 0.2 every 125 epochs with an initial
learning rate 0.005. Moreover, the gradient threshold and the
maximum number of training epochs are set to 1 and 1500,
respectively. Table 11 shows the best obtained network structure
for each wave elevation training data set based on ten times
running the LSTM code for each model. Moreover, the performance
results of the forecasted training wave excitation force data sets for
floating and spar bodies are presented in Table 12. Table 13 and
Table 14 present the performance of the developed LSTM models to
forecast the test wave elevation and wave excitation force data sets.
Generally, it can be seen from these tables that the NAR and GMDH
models perform better than the LSTM models on the test data sets.

3.4. Methods performance comparison

Table 15 and Table 16 display the overall average performance
results of all studied forecasting methods for all training and test
wave elevation and wave excitation data sets based on the best
developed models, respectively. Based on the comparison results
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provided in these tables, the GMDH and NAR models provide
slightly better results with respect to other compared models in
terms of training wave elevation and wave excitation data sets,
respectively. In general, the NAR network shows better general-
ization ability and forecasting accuracy for short-term ahead fore-
casting of the test data sets. Overall, the performance indicators
clearly show the effectiveness of the studied methods to forecast
the wave elevation and wave excitation values in the short-term
forecasting horizon, here up to 10-step ahead. It is important to
note that the performance of the considered methods is not
acceptable in some cases, especially for 10-step ahead forecasting.
This can be seen especially for wave W_Bret_1. The reason may be
the high irregularity degree of this wave because its significant
wave height is 4 m, which is higher than the other studied waves.
On the other hand, poor results show that considered forecasting
methods cannot always achieve the desired results even in short
ahead periods of time.

3.5. Sensitivity to the sampling period

The wave elevation sampling period is one of the most impor-
tant parameters affecting the performance of forecasting methods.
Here, W_JONS_1 with a sampling period 0.1—1 s with incremental
step 0.1 s is considered to investigate the performance sensitivity of
the discussed methods to the wave elevation sampling period.
Fig. 11 shows the performance comparison of the three forecasting
models for the W_JONS_1 training data set. The configuration of the
forecasting models is selected based on the best developed models
obtained in subsection 3.3. As seen from Fig. 11, the performance of
all developed models is reduced with the sampling period
increasing. In other words, the higher sampling period leads to the
lower accuracy of the model due to the very high random and
nonlinear nature of the incoming waves. Therefore, the sampling
period must be performed properly for wave energy applications,
especially in the WEC control problems.
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Table 13

The forecasted wave elevation results based on the developed LSTM network models for all test wave data sets (MAE and RMSE units are m).

Data set 10-step ahead 30-step ahead 70-step ahead 100-step ahead
MAE RMSE R2 SI MAE RMSE R2? SI MAE RMSE R? SI MAE RMSE R? SI
W_JONS_1 1.14E-01 1.46E-01 0.8512 1.31E+00 0.37357 0.46098 0.04786 1.62345 0.45233 0.52561 0.00193 1.48704 0.41842 0.48149 1.48E-03 1.44537
W_JONS_2 4.12E-01 5.18E-01 0.94904 1.18820 8.39E-01 0.92595 0.44237 1.28714 0.87890 0.99222 0.25473 2.94051 0.94061 1.05647 0.16428 3.16734
W_Pier_1 5.19E-01 6.26E-01 0.86293 1.37157 1.07355 1.18937 0.95533 1.16574 0.90883 1.03784 0.93290 1.90364 0.86341 0.99107 0.78046 1.72750
W_Pier_2 6.57E-01 0.69854 0.49939 0.59121 0.61710 0.67893 0.77161 1.29186 0.61544 0.67991 0.21253 2.24893 0.52860 0.60251 0.33101 2.18702
W_Bret_1 0.01836 0.02216 0.07363 0.14206 0.34738 0.46532 0.54120 2.46452 036731 0.46593 0.16395 1.01283 0.55293 0.74218 0.29092 0.82048
W_Bret_2 3.77E-01 4.40E-01 0.82574 5.02949 0.34035 0.38503 0.36340 3.74341 0.48239 0.55241 0.25213 4.98873 0.56799 0.64627 0.54734 4.54943
Table 14
The forecasted wave excitation force results for floating and spar bodies based on the developed LSTM network models for all test wave data sets (MAE and RMSE units are MN).
Data set Body 10-step ahead 30-step ahead 70-step ahead 100-step ahead
MAE RMSE R? SI MAE RMSE R? SI MAE RMSE R? SI MAE RMSE R? SI
W_JONS_1  Floating  7.60E-01 7.61E-01 0.96043  1.15E-01  0.52961 0.58386  0.07902 0.97881 0.53536 0.60673  0.00013  1.24971 0.55194 0.60345 6.09E-03  1.32635
Spar 2.75E-01 2.76E-01 0.97644  0.13029 1.85E-01  0.20579  0.01247 091269 0.21285 0.24251 0.00104 1.20217 0.20917  0.23157  0.00400 1.31853
W_JONS_2  Floating  1.82E+00 1.83E+00 0.16039  1.52946 1.21646 137061 0.71702  4.85346  1.09738 1.21702 0.00013  4.12915 0.87573 1.04647 0.03724 3.36456
Spar 5.30E-01 0.53055 0.44396  0.30921 0.34765 038834 0.07634 546180 0.35325 0.39546 0.06379 3.69770 0.29413  0.34667  0.01243 3.23546
W_Pier_1 Floating  1.83121 1.84028 0.99091  0.34508 1.28599 145049  0.44741 1.20653  1.04015 1.18252  0.76598  2.42604  1.04854  1.16223  0.37278 2.15815
Spar 5.19E-01 5.20E-01 0.98303  0.25686 0.35365 0.39389  0.02287 1.35550 037320 0.4204 0.45454  2.88365 0.34414 038720 0.11240 2.84876
W_Pier_2 Floating  1.09510 1.10751 0.93733  1.19504 0.65449 0.75102  0.09207 4.79111 041021 0.53424 0.01091 2.70473  0.40094 0.49410 0.12804 2.53537
Spar 0.27741 0.28181 0.90500  1.08358 0.17881 020195 0.55361 4.96492  0.12037 0.15288  0.02198  2.25330 0.10502  0.13383  0.05190 1.97305
W_Bret_1 Floating  0.77377 0.78070 0.97986  0.33478 0.65101 0.70019  0.14919  1.20993 0.48254 0.58018 033178 0.76049 0.78033 0.95086  0.36434 0.78504
Spar 0.18024 0.18280 0.99421  0.26336 0.19559 0.19782 095610 0.30351 0.17640 0.18408 0.67541 0.38777 022770  0.24787  0.63909 0.68483
W_Bret_2 Floating  0.48601 0.49704 0.97882  6.01226 0.29444 033837 0.92211 6.73278 0.30359 0.34029 0.65821 4.48866 0.31653 035332  0.74257 4.47210
Spar 0.09506 0.09717 0.97919  5.51673 0.05540 0.06437 0.14991 7.85753 0.06774 0.08670 0.26866  4.36664  0.07272  0.08885  0.48003 4.69283
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The overall average of performance results of all studied forecasting methods for all training and test wave elevation data sets based on the best developed models (MAE and

RMSE units are m).

a. Training data sets

Method MAE RMSE R2 SI
NAR 0.00551 0.00691 0.99965 0.01680
GMDH 0.0001 0.00012 0.99999 0.00031
LSTM 0.0528 0.06676 0.98560 0.11907
b. Test data sets
Method 10-step ahead 30-step ahead 70-step ahead 100-step ahead

MAE RMSE R2 SI MAE RMSE R2 SI MAE RMSE R2 SI MAE RMSE R2 SI
NAR 0.08434 0.10427 0.84527 0.42416 0.20871 0.25414 0.64063 0.85544 0.30735 0.37054 0.43729 0.9846 0.34265 0.41757 0.3810 0.95566
GMDH 0.02013 0.03200 0.77145 0.16036 0.15361 0.21357 0.62254 0.9834 0.27574 0.35212 0.34236 1.01789 0.31592 0.4011 0.37911 0.96676
LSTM 0.34956 0.40845 0.67699 1.60542 0.59849 0.68426 0.5203 1.92935 0.61753 0.70899 0.30303 2.43028 0.64533 0.75333 0.35258 2.31619

Table 16

The overall average of performance results of all studied forecasting methods for all training and test wave excitation data sets based on the best developed models (MAE and

RMSE units are MN).

a. Training data sets

Method Floating body Spar body
MAE RMSE R2 St MAE RMSE R2 S
NAR 0.00307 0.00383 0.99997 0.01008 0.00124 0.00153 0.99997 0.01121
GMDH 0.00313 0.01200 0.99852 0.02924 0.00085 0.00651 0.99860 0.03316
LSTM 0.04551 0.07159 0.94539 0.20241 0.01731 0.02787 0.91726 0.24509
b. Test data sets
Method Body 10-step ahead 30-step ahead 70-step ahead 100-step ahead
MAE  RMSE R2 S MAE  RMSE R2 S MAE  RMSE R2 SI MAE  RMSE R2 S
NAR  Floating 0.29149 0.29452 0.83013 0.28714 0.28793 0.32850 0.52532 1.29337 0.36805 0.42863 0.40195 0.95313 0.43498 0.52739 0.36062 0.9091
GMDH 0.29028 0.29702 0.88624 0.47134 0.28487 0.32539 0.3762 1.0889 0.36095 0.42116 0.40685 0.87539 0.38247 0.46115 0.48573 0.92992
LSTM 1.12768 1.13609 0.83462 1.5886 0.77200 0.86576 0.40114 3.29544 0.64487 0.74350 0.29452 2.62646 0.66234 0.76841 0.27518 2.44026
NAR  Spar  0.12887 0.12929 0.8345 0.22185 0.08226 0.09414 02464 0.95522 0.09266 0.11005 0.41246 0.78087 0.09823 0.12011 0.41904 0.82935
GMDH 0.11651 0.11752 0.79847 0.32847 0.08384 0.09540 0.25559 0.84407 0.10500 0.12346 0.52794 0.74265 0.11363 0.13182 0.61552 0.83462
LSTM 0.31279 0.31472 0.88030 1.2600 0.21935 0.24203 0.29522 3.47599 0.21730 0.24701 0.24757 2.46520 0.20881 0.23933 0.21664 2.45891
0.6 T T T % measurements to estimate the excitation forces on the WEC device.
<X NAR LM Therefore, the main purpose of this paper was to propose a more
GMDH " ok accurate machine learning-based methodology to forecast the
To4l vk LSTM T _ wave excitation force for wave energy conversion applications. To
=1 " + this purpose, three machine learning forecasting methods were
©n * ) tested on the six different irregular wave elevation data sets
= 02k S - % RN | generated with standard wave spectrumes.
= 0. X The sensitivity of the concerned forecasting methods to the
* s X various wave conditions was investigated for a time-domain model
* ORI et of a generic heaving two-body WEC. The obtained results indicated
0 o ' ' ' that the performance of all forecasting methods on the training
0 0.2 0.4 0.6 0.8 1

Sampling period (s)

Fig. 11. The sensitivity of the discussed forecasting methods to the wave elevation
sampling period, based on the W_Real_1 wave elevation values.

4. Conclusions

In many WEC control strategies, the future values of the wave
excitation force are the most important parameter to determine the
control input. Many proposed control strategies in the literature
simply assume that the excitation force is available, and it can be
easily calculated. It is tough to obtain an accurate and reliable wave
excitation forecasting model by traditional statistical methods due
to the very high non-stationarity and non-linearity nature of the
waves. This study is a methodology that uses wave elevation
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data sets was not much different, and all methods provided
acceptable results. But the considered methods gave different re-
sults on the different horizon test data sets. In general, the NAR
network provided higher accuracy and reliable results than other
methods in short-term wave elevation and wave excitation force
forecasting. Based on the obtained results, it can be said that the
accuracy of the methods decreases significantly if the sampling
period increases. Therefore, it should be noted that the acceptable
efficiency of the methods is in a short forecasting horizon. Gener-
ally, the required forecasting horizon depends on the suboptimal
and optimal control displacement and velocity of the device.

The proposed methodology implementation is not challenging
and does not require extensive tuning input parameters. The
existing methodologies for the wave excitation force forecasting are
mainly developed for a typical sea state. This methodology can be
applicable to different sea waves of high irregularity in real sea
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wave conditions. Moreover, the proposed methodology in the
present paper can also be applied to other WEC concepts, an array
of the WECs and even other energy maximization control prob-
lems. It can be coupled directly to a controller to improve the
performance of WEC devices. Although the proposed methodology
has some advantages, it is not without limitations. The imple-
mentation of these methods requires sufficient historical data sets.
Providing such data requires some tools and methods to measure
the wave elevation records. As another limitation of this research,
the performance of the studied methods on the real wave elevation
data and real wave excitation force of a specific WEC has not been
investigated. On the other hand, forecasting of excitation force is
inherently difficult, since excitation force (a linear concept) is not
directly measurable, and it is difficult to get reliable error metrics.
Here, a WEC-Sim model with linear hydrodynamics is used. This
gives a manageable problem— free surface filtered by a low-pass
filter. In fact, even if we used a non-linear model to produce data,
there would be some difficulty, since excitation force is not sepa-
rable from diffraction and buoyancy forces in a non-linear system
(for example implemented with CFD).

As future works, it can be examined the proposed forecasting
methodology on a real WEC control system and study the different
forecasting effects on the output power. Moreover, it is possible to
investigate the effects of different real sea conditions, WEC device
geometrical parameters, and wave excitation estimation method
on the accuracy of the forecasting horizon. As another topic, given
that excitation force is synthesized by a low-pass filtered version of
the free surface, it's debatable whether the forecasting model for
excitation force demands a nonlinear model or not. Another work
to improve the forecasting accuracy, it can be trained different
networks based on each sea state characteristics, and the algorithm
can select the appropriate configuration based on the incident sea
state acts on the WEC bodies. On the other hand, to achieve the best
ANN structure, some mechanism can be used to replace the heu-
ristic approach by a more structure way such as multi-objective
optimization or evolutionary algorithms [48,49]. Moreover, it is
possible to use the uncertainty analysis and interval arithmetic [50]
to control rounding and truncation errors of the forecasting cal-
culations and thus increasing the accuracy of the created models.
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